
L-distance

David Glickenstein
Math 538, Spring 2009

March 26, 2009

1 Introduction

We �rst wish to show that a �-solution has a limit which is a gradient-shrinking
soliton. To do this, we will need to introduce a new notion, the reduced distance.

2 Short discussion of W vs reduced distance

We were able to show quite a bit using the W functional, so why introduce the
reduced distance (whatever that is)? Let�s �rst think a bit about the case of
Euclidean space. Recall that in Euclidean space, W becomes

W (M; g; u; �) =

Z "
�
jruj2

u2
� u log u

#
dx� d

2
log (4��)� d

and that W is minimized for

u� (x; �) = (4��)
�d=2

exp
�
� jxj2 = (4�)

�
:

We see that this formula essentially gives the distance function d (x; 0)2 = jxj2
by

jxj2

4�
= � log u� (x; �)�

d

2
log (4��) :

However, we have very little control over this function. One can also derive the
distance function as follows:

d (x; 0) = inf
(0)=0
(a)=x

Z a

0

j _j d�:

This strong relationship is only true in Euclidean space. In general, there are
two di¤erent concepts: the heat kernel u� (x; �) and the Riemannian distance
function d (x; x0) : The function u� is essentially de�ned as the solution to a
PDE and the distance function is de�ned by minimizing over paths. Thus,
often d (x; x0) is easier to work with and easier to get more precise information
about. The two things are closely related, but not the same concept. We will
try to do something similar for the functional W:
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3 L-length and reduced distance
Consider a curve  : [0; � ]!M . One can de�ne the length of a curve as

` () =

Z �

0

j _ (s)j ds

and the energy as

E () =
1

2

Z �

0

j _ (s)j2 ds:

Note that the length is independent of reparametrization, but the energy is not.
These notions give rise to the function rp which is the function representing the
distance to the point p; i.e.,

rp (x) = d (x; p) :

It turns out that the distance function satis�es some di¤erential equations and
inequalities, in particular

4r � d� 1
r

for Ricci nonnegative. Note that if r (x) =
qP

(xi)
2
; then 4r = d�1

r : We will
show this inequality later in this lecture, but for now, let�s assume this and see
the implications on the volume. Notice that

d

dR
V (B (p;R)) = A (S (p;R))

where S (p;R) is the geodesic sphere of radius R centered at p; and A is the
area (d � 1 dimensional volume measure) function. By Gauss lemma, we have
that

jrrj = 1
and also that we can decompose the metric to be

dr2 + gS(p;r)

where gS(p;r) is the metric on the geodesic sphere. Denote the measure on the
sphere of radius r as dAS(p;r): We see thatZ

B(p;R)

4rdV =
Z
S(p;R)

(rr � n) dAS(p;r)

=

Z
S(p;R)

jrrj dAS(p;r)

= A (S (p;R)) :

The decomposition above implies that the volume measure can be decomposed
as

dV = dAS(p;r)dr
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and so

d

dR

Z
B(p;R)

4rdV = d

dR

Z R

0

Z
S(p;r)

4rdAS(p;r)dr

= Rd�1
Z
S(p;R)

4rdAS(p;R):

Thus,

d

dR

A (S (p;R))

Rd�1
=

1

R2(d�1)

"
Rd�1

d

dR

Z
B(p;R)

4rdV � (d� 1)Rd�2A (S (p;R))
#

=
1

R2(d�1)

"
Rd�1

Z
S(p;R)

4rdAS(p;R) � (d� 1)Rd�2A (S (p;R))
#

� 1

R2(d�1)

"
(d� 1)Rd�2

Z
S(p;R)

dAS(p;R) � (d� 1)Rd�2A (S (p; r))
#

= 0:

This implies an inequality on volume ratios.

Theorem 1 (Bishop-Gromov theorem, simpli�ed version) If Rc � 0 then
V (B (p; r)) =rd is a nonincreasing function of r:

Proof. We have already showed that

d

dR

A (S (p;R))

Rd�1
� 0:

We now consider 0 � r1 � r2: We have

V (B (p; r2))� V (B (p; r1))
rd2 � rd1

=

R r2
r1
A (S (p; r)) drR r2
r1
d rd�1dr

=

R r2
r1

A(S(p;r))
rn�1 rd�1drR r2

r1
d rd�1dr

� A (S (p; r1))

d rd�11

:

Furthermore,

V (B (p; r1))

rd1
=

R r1
0
A (S (p; r)) drR r1
0
d rd�1dr

=

R r1
0

A(S(p;r))
rn�1 rd�1drR r1

0
d rd�1dr

� A (S (p; r1))

d rd�11

:
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Thus we have

V (B (p; r1))

rd1
� V (B (p; r2))� V (B (p; r1))

rd2 � rd1
;

which implies

0 � V (B (p; r1))

rd1
� V (B (p; r2))� V (B (p; r1))

rd2 � rd1

=
rd2V (B (p; r1))� rd1V (B (p; r2))

rd1
�
rd2 � rd1

�
=

rd2�
rd2 � rd1

� �V (B (p; r1))
rd1

� V (B (p; r2))
rd2

�
:

We now consider Ricci �ows. Let (M; g (�)) be a solution to backwards Ricci
�ow, i.e.,

@g

@�
= Rc (g (�))

and let  : [0; � ]!M be a curve in M: We de�ne the L-distance to be

L () =
Z �

0

p
�
�
j0 (�)j2g(�) +Rg(�)

�
d�:

This may need a bit of explanation. First, 0 = d
d� is the tangent vector to the

curve : Note that it is measured at � by the metric g (�) (so at di¤erent s; it
is measured using di¤erent metrics!) The �rst term looks almost like the term
in the energy

R
j0j2 d�, which can be used to derive geodesics on a Riemannian

manifold. However, the addition of the term
p
� makes the integral scale like

length, not energy (think about this).

Remark 2 Tao uses �� in some places because of the understanding that � =
�t and he wants g (t) to be a solution to Ricci �ow and V (t) (de�ned later) to
be de�ned on t: We will allow g to be parametrized by � and so there is no need
for this.

In the smooth, �xed manifold case, one considers the length functional

L () =

Z �1

0

j0 (�)jg d�

and then one can �nd the distance d (x0; x) between points by taking the in�-
mum of length over all curves connecting those two points. One can de�ne the
distance function rx0 (x) which is the function which returns the distance to a
�xed point x0: The analogue of this in the Ricci �ow case is the `-distance (also
called reduced length):

`(0;x0) (�; x) =
1

2
p
�
inf fL ()g

where the inf is over all paths  from x0 to x:
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Remark 3 Note there is also the L-distance, which is 2
p
�`:

One can �nally de�ne the reduced volume

~V(0;x0) (�) =

Z
M

��d=2 exp
�
�`(0;x0) (�; x)

�
dVg(�):

Our main goal will be to show the following:

Theorem 4

@

@�
`(0;x0) �4g(�)`(0;x0) +

��r`(0;x0)��2g(�) �R+ d

2�
� 0:

As a corollary, we get monotonicity of the reduced volume if @
@� g = 2Rc (g) :

Corollary 5 (Reduced Volume is monotone)

@

@�
~V(0;x0) (�) � 0:

Proof.

@

@�
~V(0;x0) (�) =

@

@�

Z
M

��d=2 exp
�
�`(0;x0) (�; x)

�
dVg(�)

= � d

2�
~V(0;x0) (�)�

Z
M

@`(0;x0)

@�
��d=2 exp

�
�`(0;x0) (�; x)

�
dVg(�)

+

Z
M

��d=2 exp
�
�`(0;x0) (�; x)

�
RdVg(�)

� � d

2�
~V(0;x0) (�) +

Z
M

��d=2 exp
�
�`(0;x0) (�; x)

�
RdVg(�)

+

Z
M

�
�4g(�)`(0;x0) + jr`j

2
g(�) �R+

d

2�

�
��d=2 exp

�
�`(0;x0) (�; x)

�
dVg(�)

= 0:

Of course, all of this assumes su¢ cient regularity on `; which is not, in
general true. However, this argument can be made rigorous in some generality,
including past the �conjugate radius.�

4 Variations of length and the distance function

We start with the energy functional given above. We can do calculus of varia-
tions as follows. Consider a variation � (t; s) such that

� (t; s = 0) =  (t)

@

@s
� (t; s = 0) = X (t) ;
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so we consider the variation to be X: Furthermore, we consider variations
which �x the endpoints, i.e., X (0) = X (�) = 0: Compute

�E (X) = �
1

2

Z �

0

g ( _; _) dt

=
1

2

@

@s

����
s=0

Z �

0

g

�
@�

@t
;
@�

@t

�
dt

=

Z �

0

g

�
Ds
@�

@t
;
@�

@t

�
dt

=

Z �

0

g (DtX; _) dt

= g (X; _)j�0 �
Z �

0

g (X;Dt _) dt:

Remark 6 The notion DtX means DtX = r @
@t
X: It only depends on the

values along the curve : (Why?)

At a critical point for the energy, we must have �E (X) = 0 for all X; so
we get that Dt _ = 0 if the endpoints are �xed, i.e., if X (0) = X (�) = 0: This
is the geodesic equation. Notice that if we restrict to a geodesic curve, (i.e.,
Dt _ = 0) and �x the initial point (X (0) = 0), then

�E (X) = g (X (�) ; _ (�)) :

On a geodesic,
d

dt
j _ (t)j2 = 2g (Dt _; _) = 0

so  has constant velocity. So along a geodesic, we have

E () =
1

2

Z �

0

j _j2 ds = 1

2
j _j2 �

` () =

Z �

0

j _j ds = j _j �

and so if  is a geodesic, then

E () =
1

2�
[` ()]

2

and so we have that if  is the gives the distance d (p; x), then

E () =
1

2�
d (p; x)

2
:

If we want to compute a variation

d

ds
d (p; x (s))

2
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away from the cut locus (so variations in geodesics stay minimizing), we have

d

ds
d (p; x (s))

2
= 2��E (X) = 2�g

�
dx

ds
; _ (�)

�
;

where X is a variation of geodesics (one must show that these exist, but they
do!) Note that we can always reparametrize so that � = 1, and then we get that���rd (p; x)2���2 = 4 j _ (1)j2 ;
or

4d (p; x)
2 jrd (p; x)j2 = 4 j _ (1)j2 = 4d (p; x)2

and so
jrd (p; x)j = 1:

Now compute the second variation of energy when  is a geodesic. We get

�2E (X;X) =
@

@s

Z �

0

g (DtX; _) dt

= g (X; _)j�0 �
Z �

0

g (X;Dt _) dt:

�2E (X;X) =
1

2

@2

@s2

����
s=0

Z �

0

g

�
@�

@t
;
@�

@t

�
dt

=

Z �

0

g

�
DsDs

@�

@t
;
@�

@t

�
+ g

�
Ds
@�

@t
;Ds

@�

@t

�
dt

=

Z �

0

g

�
DsDt

@�

@s
;
@�

@t

�
+ g

�
Dt
@�

@s
;Dt

@�

@s

�
dt

=

Z �

0

g

�
DtDs

@�

@s
;
@�

@t

�
+ g

�
R

�
@�

@s
;
@�

@t

�
@�

@s
;
@�

@t

�
+ g (DtX;DtX) dt:

= g (rXX; )j�0 +
Z �

0

g (R (X; _)X; _) + g (DtX;DtX) dt

The �rst term is zero if the variation is a variation of geodesics at the endpoints
(or �xed endpoints). Note our only assumptions are this and that  is a geodesic.
Let�s again parametrize our geodesic between 0 and 1 and �x  (0) and vary

the other endpoint x (s) so that X (t) = @�
@s (t; 0) �varies through geodesics.�

Then
1

2

d2

ds2
d (p; x (s))

2
=

Z 1

0

g (R (X; _)X; _) + g (DtX;DtX) dt:

Furthermore, we can take X (t) = t@x@s ; where
@x
@s is the parallel translation along

 of @x@s : Then we get

1

2

d2

ds2
d (p; x (s))

2
=

Z 1

0

t2g

�
R

�
@x

@s
; _

�
@x

@s
; _

�
dt+ g

�
@x

@s
;
@x

@s

�
:
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Thus if we sum over an orthonormal frame and assume that the sectional cur-
vature is nonnegative, we have that

1

2
4d (p; x)2 � d:

And so
1

2
4
�
f2
�
= f4f + jrf j2

and so

4d (p; x) � d� 1
d (p; x)

5 Variations of the reduced distance

We will do the same thing to the reduced distance. Consider

L () =
Z �

0

p
�
�
j0 (�)j2g(�) +Rg(�)

�
d�:

Actually, we want to think of this as a functional on spacetime paths. A space-
time path  is a map

 : [0; � ]!M � I
where I is an interval. We will only consider paths that look like

 (s) = (~ (s) ; s) : (1)

We can naturally de�ne R ( (s)) = Rg(s) (~ (s)) :We then have the formulation
of the functional as

L () =
Z �

0

p
�
�
j~0 (�)j2g(�) +R ( (�))

�
d�:

We will de�ne the reduced length as

`(0;x0) (�; x) =
1

2
p
�
inf fL () :  are of the form (1)g :

Note that the in�mum can also be considered as the in�mum over all paths ~
on M:
Note that the tangent space ofM�I splits as TM�TI and TI is spanned by

@
@� : There is a notion of a horizontal vector �eld, which is a vector �eld X such
that d� (X) = 0: Since variations of paths of the form (1) must be horizontal
vector �elds, we �rst consider the �rst variation of L with respect to a horizontal
vector �eld X: Note that ~0 = 0� @

@� is a horizontal vector �eld (but 
0 is not).

Remark 7 Horizontal vector �elds on M � I are in one-to-one correspondence
with vector �elds on M: For this reason, we may abuse notation and use the
same notation for both vector �elds. In particular, ~0 will be considered both a
vector �eld on M and a horizontal vector �eld on M � I:
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We get

�L (X) =
Z �

0

p
�
�
2 hrX~0; ~0ig(�) +rXRg(�)

�
d�:

We do the same thing we did with the energy functional, �nding

�L (X) =
Z �

0

p
�
�
2 hr~0X; ~

0ig(�) +rXRg(�)
�
d�

=

Z �

0

p
�

�
2
d

d�
hX; ~0ig(�) � 4Rc (X; ~

0)� 2 hX;r~0~
0ig(�) +rXRg(�)

�
d�

since if X and Y are horizontal,

d

d�
g (X;Y ) = 2Rc (X;Y ) + g (D~0X;Y ) + g (X;D~0Y ) :

Remark 8 In general, the formula is

d

d�
g (X;Y ) =

@

@�
g (X;Y ) +r~0g (X;Y ) ;

which has more terms since r~0X 6= 0; etc.

Remark 9 I used the notation of total derivative since there is the variation
of the metric with respect to the time parameter of Ricci �ow and also the
variation with respect to 0: I have also used 0 instead of dot to denote derivative
with respect to � or �:

Now we need to take the d
d� out, so we need that

d

d�

�
2
p
� hX; ~0ig(�)

�
=

1p
�
hX; ~0ig(�) + 2

p
�
d

d�
hX; ~0ig(�) ;

so

�L (X) =
Z �

0

d

d�

�
2
p
� hX; ~0ig(�)

�
� 1p

�
hX; ~0ig(�)

+
p
�
�
�4Rc (X; ~0)� 2 hX;r~0~

0ig(�) +rXRg(�)
�
d�

= 2
p
� hX; ~0ig(�)

����
0
� 2
p
�

Z �

0

hG;Xig(�) d�

where G is the vector �eld

G (�) = r~0~
0 +

1

2�
~0 + 2Rc (~0)� 1

2
rRg(�)

where Rc (X) is the vector �eld on M such that

hRc (X) ; Y i = Rc (X;Y )

for all for all vector �elds Y on M: Notice that G does not depend on the
variation X: Note that if  is a minimizer with �xed endpoints (i.e., for all
variations X such that X (0) = X (�) = 0), then we must have that G = 0: This
is the L-geodesic equation.
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Problem 10 If we are in Euclidean space, what are the L-geodesics?

Now supposing there is a unique minimizer and that ` is a smooth function,
we can consider variations through L-geodesics such that X (0) is �xed to get

�L (X) = 2
p
� hX; ~0ig(�) ;

which implies that

@

@s
`(0;x0) (�; x (s)) =

�
@x

@s
; ~0
�
g(�)

(recall that ` divides by
p
�). This can also be written as

r`(0;x0) = ~0:

Note that the reduced length also depends on time, so let�s compute the time
derivative as well:

�L
�
d

d�

�
=
p
�
�
j~0 (�)j2g(�) +Rg(�)

�
:

Note that this need not be zero since we are not minimizing in this direction.
We �nd that

d

d�

�
2
p
�`(0;x0)

�
=
p
�
�
j~0 (�)j2g(�) +Rg(�)

�
:

Now, the total derivative decomposes as

d

d�
`(0;x0) =

@

@�
`(0;x0) +r~0`(0;x0);

and so

@

@�
`(0;x0) =

1

2

�
j~0 (�)j2g(�) +Rg(�)

�
� 1

2�
`(0;x0) �

1

2
p
�
j~0j2g(�) :
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