Phyllotaxis: Cooperation and competition between mechanical and biochemical processes

Alan C. Newella, Patrick D. Shipmanb,c, Zhiying Suna

aDepartment of Mathematics, University of Arizona, Tucson, AZ 85721, USA
bDepartment of Mathematics, University of Maryland, College Park, MD 20742, USA
cMax Planck Institute for Mathematics in the Sciences, Inselstrasse 22, 04103 Leipzig, Germany

Received 16 May 2007; received in revised form 18 September 2007; accepted 29 November 2007
Available online 8 December 2007

Abstract

Current theories and models of the formation of phyllotactic patterns at plant apical meristems center on either transport of the growth hormone auxin or the mechanical buckling of the plant tunica. By deriving a continuum approximation of an existing discrete biochemical model and comparing it with a mechanical model, we show that the model partial differential equations are similar in form. The implications of this universality in the form of the equations on interpreting the results of simulations are discussed. We develop a combined model that incorporates the coupling of biochemistry and mechanics. The combined model is accessible to analysis by reduction to a set of ordinary differential equations for the amplitudes of shapes associated with both the auxin concentration field and plant surface deformation. Analysis of these amplitude equations reveals the parameter choices under which the two mechanisms may cooperate in determining the pattern, or under which one or the other mechanism may dominate.
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1. Introduction

Phyllotaxis, namely the arrangement of phylla (leaves, bracts, stickers, florets) on a plant’s surface, has intrigued natural scientists for over 400 years. Pictured in Fig. 1 are examples of phylla arranged along ridges (Fig. 1(a)) or spirals (Figs. 1(c,d)). Equally impressive are the related planforms of ridges (Fig. 1(a)), hexagons (Fig. 1(b)), or diamonds (Figs. 1(c,d)) that tile the plant surface.

The challenge is to provide a rational explanation for the formation of such patterns, a mechanism or combination of mechanisms which capture

- the reasons for the various surface tiling shapes,
- the connection between the phyllotactic configurations and the tiling planforms, and
- the reasons for, and the nature of, transitions which occur in the phyllotactic lattice and planform as a plant grows in size.

Noting that new primordia (when they first form at the shoot apex, phylla are small, undifferentiated bumps on the surface of the plant called primordia) tend to form in the most open space available, Hofmeister (1868) formulated in 1868 a set of rules governing the formation of phyllotactic patterns. These rules, modified over a century later by Snow and Snow (1952), made no reference to the underlying mechanism behind the formation of the primordial bumps, but rather suggested that phyllotaxis can be understood through simple geometric and kinematic laws. The work of Levitov (1991a,b) on the positioning of vortices in superconducting lattices and a series of ingenious and insightful works by Douady and Couder (1996a) (DC), albeit paradigms, pointed to the idea that
phyllotactic configurations minimized some appropriate free energy functional, which in the case of DC was designed to encode the Hofmeister and Snow and Snow rules. As the energy landscape changed with the growing plant, old minima disappeared and new neighboring minima became the new configuration. Many aspects of phyllotactic behavior were captured by these considerations. But not all. The paradigms do not capture ridge-dominated plants (as in Figs. 1(a,b)) or explain the phyllotactic tiling planforms. No physical mechanism for the formation of primordia is suggested by the DC paradigm.

Biophysical mechanisms involving mechanical pressure as the means by which primordia are produced were suggested by Schwendener (1909). Similar ideas are present in the contact pressure models of Airy (1873), Adler (1974), and van Iterson (1907). Within the last 20 years the biomechanical hypothesis has been developed by Green (1999), Green et al. (1998), Dumas and Steele (2000), and Shipman and Newell (2005). Green and colleagues argued that plant growth, and in particular differential growth between the plant corpus and its tunic (outer skin, a layer about 1 or 2 cell layers thick), generates compressive stresses in the tunic and leads to buckling of the plant surface. Experimental backing for this hypothesis includes experimental evidence in sunflowers that compressive stresses are present in the generative region where primordia form (Dumas and Steele, 2000) (although earlier experiments in Snow and Snow, 1951 indicated that the plant surface is under tension, and an extensive study of the stress state of the tunic has not been performed). Additionally, applied mechanical constraints can lead to new leaves (Green, 1999) or altered planforms (Hernández and Green, 1993). The mathematical analysis of Green, Steele and Rennich was primarily a linear one, suggesting how a buckled surface might begin. But, the particular choice, amongst the set of all possible buckling shapes, manifested by the plant is determined by nonlinear interactions, and Green’s group was not, apparently, familiar with the seminal work of Koiter (1963) in that regard. Two novel features of that work, emphasized by Shipman and Newell (2004, 2005), are the central roles played by the quadratic coupling in the nonlinear shell equations and by bias. Quadratic interactions lead naturally to the addition of the arguments of sinusoidal shapes and in particular this leads to the addition of the integer circumferential wavenumbers, a necessary albeit not sufficient, condition for the appearance of Fibonacci, Lucas and double Fibonacci sequences in phyllotactic configurations. Bias, called geometric imperfection by Koiter and continuous bifurcation in the mathematical literature, is important since primordia are formed in an annular region of the plant’s shoot apical meristem. Once formed, a primordium moves radially outward into a passive region. It may continue to mature, but it retains its geometrical position relative to the set of all other primordia. As primordia leave the generative region, new primordia are formed in their wake. The lattice of new primordia may be different because the plant has grown and, as we shall see, the plant size is a key parameter in determining phyllotactic configurations. Nevertheless, the old lattice, located on the outer edge of the active, generative region, still has a role to play. It can influence the choice of the configuration which follows by preferentially amplifying certain members of the new set of admissible shapes. This is what we mean by bias. We introduced its effect directly into our quantitative formulation (Newell and Shipman, 2005) and showed how it plays a crucial role in favoring the Fibonacci sequence over alternatives. The role of the plant’s phyllotactic history in choosing sequential configurations is also crucial in the DC paradigm.

The role of growth in the mechanical models was, for the most part, passive. To be sure, it was the main reason for the compressive stress in the tunic which can give rise to the buckling pattern. The amplitude of this buckling pattern, however, is of the order of the thickness tunic. Therefore, whereas buckling leads to a template for primordia, it is growth that leads to the visible primordial bumps and phylla. This growth is postulated to be a biochemical response, perhaps through chemical agents such as auxin, to the local stress or curvature inhomogeneities of the buckled surface (Green, 1999).

But chemical models as the initiation mechanism for phyllotaxis also have a long history. The existence of a chemical inhibitor controlling phyllotaxis was proposed by Schoute (1913). Schwabe and Clewer (1984) developed a model for phyllotaxis based on auxin inhibitors. Veen and
Lindenmayer (1977) and Meinhardt (1984) included both activator and inhibitor molecules in reaction–diffusion models. Recent work by the group of Kuhlemeyer (Fleming et al., 1997; Reinhardt et al., 2000, 2003; Smith et al., 2006) has made a strong case that the growth hormone auxin and its interaction with the PIN1 transport protein is instrumental in initiating primordia formation. Their evidence includes the following:

1. Auxin transport proteins are essential for primordia formation. When Reinhardt et al. (2000) cultivated shoot apices in the presence of auxin-transport inhibitors, the primordia failed to form. Application of auxin to these meristems resulted in the induction of primordia at the sites of application.

2. Auxin may regulate the expression of the PIN1 transport protein. Vieten et al. (2005) demonstrate that, in the root, PIN proteins are regulated by auxin. Smith et al. (2006) provide evidence for this regulation in the shoot apical meristem.

3. PIN1 is polarized towards incipient primordia. Reinhardt et al. (2003) show that the PIN1 protein is polarized towards incipient primordia. As the primordia are the locations of higher auxin concentration, Smith et al. hypothesize that the polarization is a result of the auxin gradient.

More discussion of the evidence can be found in Smith et al. (2006). This picture has also been supported by mathematical models (Jönsson et al., 2006; Smith et al., 2006; Barbier de Reuille et al., 2006). A key idea in the chemically driven models is the recognition that a uniform auxin concentration can be unstable. What drives the instability? The suggestion is that polarized PIN1 molecules in the cell walls orient themselves according to local auxin concentration. Moreover, they orient themselves so as to facilitate the transport of auxin with its concentration gradient, in effect acting like negative diffusion. This transport can overcome regular auxin diffusion and lead to an instability which enhances the auxin concentration at some locations and depletes it in their immediate neighborhoods.

Such a picture suggests that the surface deformations are passive partners to auxin concentration and are maximal where the phylla are located, slaved to the pattern set by the PIN1-driven uniform auxin concentration instability. Let us emphasize this. The surface deformation of the plant’s tunica which we may consider to be an overdamped, curved elastic sheet, is determined by the stresses it experiences. Part of the stress is supplied by the spatially uniform in-surface growth. Another part will be the spatially nonuniform stress distribution triggered by the auxin concentration instability. If the former is not close to the buckling value, the surface deformation will simply be slaved to the latter, resulting in a surface deformation with its maxima at the auxin fluctuation maxima. But we argue that there is ample evidence, including analysis of the relationship between phyllotactic lattice and tiling pattern, to suggest that both mechanisms, auxin/growth localization and nonuniform stress distribution, may play key roles in governing phyllotaxis. It may be that in some plants one mechanism dominates. In others, both mechanisms may be important. It is certainly well known that they are not independent. In biological tissues, growth plays a key role in determining stress distributions (Goriely and Ben Amar, 2005a, b) and it is also known (although the relationship is not well formulated) that stress is key to growth and remodelling (Braam, 2005; Brouzès and Farge, 2004; Shraiman, 2005).

It is very important to note that the shapes of primordia can change as the primordia mature and exit the generative region. For example, the primordia of the cactus in Fig. 1(b) are hexagonally shaped at initiation. These hexagonal shapes evolve into undulating ridges due to secondary growth. Our model only concerns the initiation of primordia in the generative region. The shapes computed by our model must therefore be compared with microscopic images of primordia in the generative region, and caution must be taken in comparing our model results of images of mature phylla as in Fig. 1. However, we suggest that, even upon initiation in the generative region, primordial patterns may show different tiling shapes even if they share the same phyllotactic lattice; see Figs. 6 and 8.

Our goal in this paper is to formulate the interactions and potential competition or cooperation of the two mechanisms. We develop a combined model of stress–strain and growth fields. Through the stress–strain relationship, growth gives rise to compressive stress because of constraints on strain. This is principally seen in an annular region near the shoot apical meristem, the generative region where primordia are formed. Basically, the tunica in the generative region cannot expand in the circumferential direction. A compressive stress, which may be sufficient to initiate a buckling of the plant surface, is the result. Further, any growth inhomogeneities initiated by a non-uniform distribution of auxin also leads to corresponding local stress changes. On the other hand, stress influences growth and we adopt a very simple model for how it does. What we find is that the two mechanisms largely reinforce each other. Moreover, we show that when both the PIN1 transport coefficient and the circumferential growth-induced stress in the plant’s generative region are near critical, the cooperation is very strong. What is exciting is that it can lead to phyllotactic patterns and surface deformation patterns which do not match and look substantively different.

The outline of this paper is as follows. In Section 2, we derive a continuum description of the biochemical reaction–transport model of Jönsson et al. (2006). We show that the governing partial differential equation is almost identical in form to that of the buckling model, and indeed to that governing the behavior of a universal class of pattern-forming systems. We introduce a useful coordination of the fluctuating fields which is more in tune with
what physicists and chemists use to discuss systems in transition. These coordinates are the amplitudes (the order parameters) and wavevectors (the active set) of the shapes of competing configurations. They can be expressed in terms of phyllotactic coordinates. The order parameters for the surface deformation and the growth fields, although coupled, are different. The growth field is assumed to be linearly related to the fluctuation of auxin concentration about its spatially uniform value. Sometimes the coupling leads to the passive enslavement of one set of order parameters to the other but in certain circumstances, which we outline in Section 3, they can be quite independent.

In Section 3, we introduce the combined model. We show how the model is accessible to analysis and leads to the determination of key parameters that dictate the choice of both the phyllotactic lattice and the corresponding planform. In this paper, we focus more on situations in which the biochemical instability sets the phyllotactic pattern in order to illuminate the differing circumstances under which surface deformations mirror and are independent of the growth field configuration. In particular, we find that

(i) The coupling of biochemistry and mechanics can be passive when only one of the mechanisms leads to an instability. In this case, the unstable mechanism dictates the choice of pattern.

(ii) When both mechanisms are close to their instability thresholds, the coupling can be active via a linear resonance. This can lead to ridge-like surface deformations with an underlying whorl lattice (see Fig. 6).

(iii) The coupling can be active via nonlinear resonance. This allows for the formation of various-shaped polygons with an underlying Fibonacci-spiral phyllotactic lattice.

We identify key parameters which should be measured and discuss the sense in which the idea of free energy landscape is still relevant even though in general biochemical systems are not gradient flows.

2. The biochemical model in the continuum limit

A series of pioneering papers by Jönsson et al. (2006), Smith et al. (2006), and Barbier de Reuille et al. (2006) have presented discrete ODE models for the auxin-transport hypothesis of primordium formation. We begin by reexamining these models from a slightly different point of view. Our goal is to take advantage of the fact that the auxin concentration fluctuations found in Jönsson et al. (2006) occur over many cell diameters. We recast the model of Jönsson et al. (2006) using a continuum approximation. This reformulation allows us to examine the combined effects of growth and stress more conveniently.

The idea of a continuum approximation is as follows. Imagine we have a one-dimensional lattice of cells, each of length $h_0$, and the auxin concentration in the $i$th cell is $A(i)$, $1 \leq i \leq N$. We introduce a new field $A(x)$ depending on the continuous variable $x$, where we identify $A(x = ih_0)$ with $A(i)$. Then, the difference of auxin levels $A(i + 1) - A(i)$ in two neighboring cells can be written exactly as $A(i + 1)h_0 - A(i)h_0 = (\exp(h_0 \frac{d}{dx}) - 1)A(x)$. We now expand the exponential in powers of $h_0 \frac{d}{dx}$ to get the familiar Taylor series. If $A(i)$ changes significantly over many cell lengths, then powers of $h_0 \frac{d}{dx}$ can be estimated as $\frac{h_0}{2}$, where $\lambda$ is a typical wavelength of the pattern. From simulations (Jönsson et al., 2006), this number is small, at least $\frac{1}{10}$. We keep only terms up to $(h_0 \frac{d}{dx})^4$. Why? It turns out that the competition between the reverse diffusion of PIN1 transport and ordinary auxin diffusion is reflected in the second order term, so its coefficient is small near the threshold value for PIN1 transport at which a uniformly distributed auxin concentration becomes unstable. Our series involves a decay term $-dA$, a second order term (in two dimensions) $H_0 \frac{d^2}{dx^2} A$, where $H_0$ is small, and a fourth order term $h_0^2 \frac{d^2}{dx^2} A$. The decay rate $d$ (in suitable units) is also small, so that we can have a balance between these three terms such that the neglected sixth and higher derivations are an order of magnitude smaller.

The models used in Jönsson et al. (2006) and Smith et al. (2006) are nonlinear. But, near the value of PIN1 transport at which the pattern first appears, the fluctuations about some mean auxin level (in the cells of the outer surface layer, the tunica) are small. We take advantage of this by expanding the field $A(x)$ around its mean value $A_0$, $A = A_0(1 + f_0 g)$, and keeping fluctuation terms up to at most cubic order in $f_0 g$. Here, $g$ is the corresponding fluctuation in the amount of strain experienced by the tissue due to a fluctuation $\frac{d^2}{dx^2}$ in the fractional auxin concentration level. The coefficient $f_0$ can be interpreted as a coefficient of cubic expansion. The result of all this is a partial differential equation for the auxin fluctuation field $g(x, y, t)$ which reads

$$g_t + D_g \nabla^2 g + H \nabla^2 g + dg + \kappa_1 \nabla(g \nabla g) + \kappa_2 \nabla(\nabla g \nabla^2 g) = 0,$$

(2.1)

for

$$D_g = \frac{PTA_0^2 h_0^4}{4(k + A_0)^3}, \quad H = -h_0^2 \frac{D_g}{k + A_0} + h_0^2 \frac{PTA_0^2}{k + A_0} f_0, \quad \kappa_1 = \frac{2PTA_0^2 k A_0}{(k + A_0)^3} f_0,$$

$$\kappa_2 = \frac{PTA_0^2 A_0^2}{2(k + A_0)^3} f_0.$$

The definitions of the parameters will be given in Section 2.1.

The convenience of (2.1) is that it has exactly the form that describes pattern formation in many systems. Moreover, it closely mimics the equation for the normal surface deformation of an overdamped curved elastic shell (for example, in mechanical models of phyllotaxis, the generative region in the neighborhood of the shoot apical meristem) under compressive stresses. This makes it easy to analyze the behavior of the combined model which takes both biochemical and mechanical forces into account.
Regimes 1 and 2 in the diagram) attached to a domain of less well-organized cells (the *corpus*, Region 4). Cells in Region 1 show little growth activity and Region 2 is the generative region in which some active cell division is occurring and new primordia are first seen to form. As the plant tip grows, cells move from Regions 2 to 3, radially outward in the reference frame of the diagram’s north pole. In Region 3, primordia further develop into mature phylla such as leaves. We define radial and angular coordinates. (For a generative region near the north pole of a sphere, we define are, respectively, radial and angular coordinates. (For a planar generative region, the pole for less curved surfaces.) It turns out that the arc length from the apex (see Fig. 2). Thus, for $r$ read $r$ and for $x$ read $R_2$, where $r$ and $x$ are, respectively, radial and angular coordinates. (For a generative region near the north pole of a sphere, we define $r$ by projecting the surface to polar coordinates on the plane.

The outline of the remainder of this section is as follows. In Section 2.1, we give more details of the derivation of (2.1). The reader may accept this on a first reading and move directly to Section 2.2. In Section 2.2, we discuss how it is that one analyzes the behavior of solutions of (2.1) near onset, that is near the PIN1 transport threshold at which a pattern with some preferred wavelength begins to appear.

In the context of interest, the $x$, $y$ plane is the annular generative region in the neighborhood of the plant’s shoot apical meristem, an average distance $R$ from the apex (see Fig. 2). Thus, for $y$ read $r$ and for $x$ read $R_2$, where $r$ and $x$ are, respectively, radial and angular coordinates. (For a generative region near the north pole of a sphere, we define $r$ by projecting the surface to the generative region to the plane; this corresponds more closely to the arc length from the pole for less curved surfaces.) It turns out that the dimensionless ratio $\Gamma = \frac{r}{R}$, where $2\pi A$ is the distance between primordia, is relatively large and therefore we can approximate the Laplacian as $\frac{\partial^2}{\partial r^2} + \frac{1}{R^2} \frac{\partial^2}{\partial \theta^2}$.

### 2.1. Derivation of the continuum, small fluctuation approximation

In the model of Jönsson et al. (2006), a planar generative region (modelling Region 2 of Fig. 2) in the tunica is taken to be made up of a network, or square lattice, of cells, which we picture in Fig. 3. The auxin concentration $A(i)$ in the $i$th cell of the lattice is governed by the following set of discrete equations:

$$\frac{dA(i)}{dt} = D_q \sum_k (A(k) - A(i)) + T \sum_k (A(k)P(k, i) - A(i)P(i, k)) + c - dA(i)$$

where the above summations are taken over all neighbors of cell $i$. In Eq. (2.2), $c - dA(i)$ describes the transportation of auxin between the meristem top surface and the bulk below. The supply of auxin from the bulk below is characterized by the constant $c$. When there is excessive auxin in the top surface, it will be transported back down. This is the only part that describes the exchange of auxin between the top surface and the body of the plant. The other two parts both govern the auxin flow inside the generative region. The second part $D_q \sum_k (A(k) - A(i))$ represents normal diffusion. $D_q$ is the diffusion coefficient. The third part $T \sum_k (A(k)P(k, i) - A(i)P(i, k))$ is the so-called PIN1 up-regularization term, because the enzyme PIN1 on the cell wall can polarize so that auxin is transported from low concentration to high concentration, a reverse diffusion. $T$ is a constant measuring the strength of dependency of auxin transportation on the PIN1 distribution. For any $k$ and $i$, $P(k, i)$ (also denoted as $P_{ik}$) is the PIN1 concentration on the cell wall of cell $k$ that is adjacent to cell $i$. The sum $T \sum_k A(k)P(k, i)$ is the amount of auxin flowing into cell $i$, and $T \sum_k (A(i)P(i, k))$ is the amount flowing out of cell $i$.

In order to close Eq. (2.2), a relation between the PIN1 concentration and the auxin concentration is required. Indeed, the PIN1 distribution in a cell is determined by the auxin concentration in the neighboring cells, and this process is called PIN1 cycling. Consider two neighboring cells $i$ and $j$, with each cell divided into five parts; an internal part, and a four-sided wall. The PIN1 concentration in the internal part is denoted by $P_i = (i, i)$, and the PIN1 concentration in cell $i$ on the wall neighboring cell $j$ is denoted by $P(i, j) = P_{ij}$. The time responses of $P_{ij}$ and $P_i$ are taken to be

$$\frac{dP_{ij}}{dt} = f(A(j))P_i - k_2 P_{ij}, \quad \frac{dP_i}{dt} = \sum_k (k_2 P_{ik} - f(A(k))P_i).$$

From Eq. (2.3), we see that the PIN1 concentration on the cell wall $(i, j)$ will increase if a high auxin concentration in cell $j$ calls for more PIN1 to be transported from internal cell $i$ to the cell wall. This effect is represented by the term $f(A(j))P_i$. At the same time, there is also an internalization process $-k_2 P_{ij}$, acting like diffusion, taking PIN1 back to

![Fig. 3. Schematic diagram of the cell lattice. The lattice of cells is taken to be square lattice. A cell $i$ has auxin concentration $A(i)$ and PIN1 concentration $P_i$ in its interior, and PIN1 concentration $P_{ij}$ on the wall shared with cell $j$.](image-url)
the internal part of cell \(i\) with a constant rate \(k_2\). Similarly, Eq. (2.4) describes the change of PIN1 concentration of the internal part of cell \(i\). The right-hand side of this equation has exactly the opposite sign of Eq. (2.3) because whenever the cell wall loses a PIN1 molecule, the internal cell gains it, and vice versa. Since each cell is surrounded by four sides, a summation is taken over all sides. It is known that \(f(A_j)\) is an increasing function of \(A_j\), but the exact formula is unknown. For simplicity, Jönsson et al. assume a linear model, namely that

\[
f(A_j) = k_1 A_j.
\]

Eqs. (2.3)–(2.5) form a closed system. However, a further and most useful simplification can be made by assuming, consistent with the data given in Table S2 of Jönsson et al. (2006), that the PIN1 relaxation time \(k_2^{-1}\) is much less than the auxin concentration relaxation time \(d^{-1}\) and that the PIN1 concentration \(P_j\) responds adiabatically to changes in \(A(i)\). This assumption allows Jönsson et al. to express \(P_{ki}\) algebraically in terms of \(A(i)\) as

\[
P_{ki} = P(k, i) = \frac{A(i)}{\kappa + \sum_j A(j)}.
\]

Here \(\sum_j A(j)\) is taken over all neighbors of cell \(k\), \(P = P_i + \sum_j P_{jk}\) is the total amount of PIN1 in a single cell and is assumed constant throughout all cells, and \(\kappa = \frac{k_2}{k_1}\). Only those PIN1 molecules in the cell walls are of interest because PIN1 molecules in the internal part will not be active in auxin transportation.

From Eq. (2.6), we can see that approximately (exactly if \(\kappa \leq \sum_k A(i)\)) the fraction of PIN1 attached to a specific part of cell wall \((i, j)\) is determined by the fraction of auxin concentration in the cell \(j\) over the total amount of auxin in neighborhoods of cell \(i\). Substituting Eq. (2.6) into Eq. (2.2), the following closed form of the system of equations for auxin distribution results:

\[
\frac{dA(i)}{dt} = D_0 \sum_k (A(k) - A(i))
\]

\[+ T \sum_k \left( \frac{A(k)P}{\kappa + \sum_j A(j)} - A(i) \frac{A(k)}{\kappa + \sum_j A(j)} \right)
\]

\[+ c - dA(i)
\]

\[= D_0 \sum_k (A(k) - A(i))
\]

\[+ TP \sum_k \left( \frac{A(k)A(i)}{\kappa + \sum_j A(j)} - \frac{A(k)A(i)}{\kappa + \sum_j A(j)} \right)
\]

\[+ c - dA(i).
\]

These are the equations analyzed by Jönsson et al. (2006). Their results show that for a sufficiently large value of \(\frac{D_0}{c}\), the ratio of reverse to normal diffusion, the spatially uniform solution \(A_0 = \frac{\kappa}{2}\) is unstable, and a pattern emerges. The wavelength of this pattern is many cell diameters. Therefore, much simplification can be achieved by recognizing that the solutions \(A(i)\) of interest of (2.7) are ones for which \(A(i_1 + h_0, i_2 + h_0) - A(i_1, i_2)\) is small. \((i_1, i_2)\) are the east–west and north–south labels of the \(j\)th cell in the square lattice with side length \(h_0\). Therefore, we can introduce a continuum approximation by replacing the set of concentrations \(A(i_1, i_2, t)\), \(1 \leq i_1, i_2 \leq \sqrt{N}\) (\(N\) is the total number of cells) by a field \(A(x, y, t)\), where \(A(x = i_1h_0, y = i_2h_0, t) = A(i_1, i_2, t)\). For example, the difference term \(D_0 \sum_k (A(k) - A(i))\) is written as

\[
D_0(A((i_1 - 1)h_0, i_2h_0) + A((i_1 + 1)h_0, i_2h_0)
\]

\[+ A(i_1h_0, (i_2 - 1)h_0) + A(i_1h_0, (i_2 + 1)h_0) - 4A(i_1, i_2),
\]

which, when expressed as a Taylor series is, up to fourth order, \(h_0^2D_0 \nabla^2 A + D_0 \frac{h_0^4}{12} A_4\), where \(\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}\) and \(A_4 = \frac{\partial^4 A}{\partial x^4} + \frac{\partial^4 A}{\partial y^4}\). The reasons for keeping terms only up to fourth order are discussed above, and the ratio of the first neglected term (the sixth derivative) and the fourth derivative term is estimated below. To expand the PIN1 terms in (2.6), it is convenient to introduce the fractional PIN1 concentration field \(G(x, y, t)\), where

\[
G(i_1h_0, i_2h_0, t) = \frac{A(i_1, i_2)}{\kappa + A(i_1, i_2) + A(i_1 - 1, i_2) + A(i_1, i_2 - 1) + A(i_1, i_2 - 1)}.
\]

Then, summing over the four cells adjacent to the \(j\)th cell labelled \((i_1, i_2)\),

\[
T \sum_k (A(k)P_i - A(i)P_i, k) = PTA(i_1, i_2)(G(i_1 + 1, i_2) - G(i_1), i_2 - 1) + G(i_1, i_2 - 1) + G(i_1 - 1, i_2 + 1) + (A(i_1, i_2 - 1) + A(i_1, i_2 - 1)),
\]

which, when expanded to fourth order, gives

\[
PT_0^2 \nabla \left( A^2 \nabla \left( \frac{G}{A} \right) \right) + PT \frac{h_0^4}{12} (AG_4 - GA_4).
\]

Next, we expand about the spatially uniform constant state \(A_0 = \frac{\kappa}{2}\) by writing

\[
A(x, y, t) = A_0(1 + f_0g(x, y, t)),
\]

where \(f_0\) is a coefficient of expansion and the field \(g\) is a measure of the auxin fluctuation. \((g\) will be interpreted in Section 3 as the strain induced by a fluctuation \(A(x, y, t) - A_0)/A_0\) in auxin level.) We emphasize that, in this analysis, we are dealing with fluctuations in the auxin concentration which are small with respect to the overall auxin concentration level. The local auxin concentration field \(A(x, y, t)\) is certainly never negative. The field \(g(x, y, t)\) is a measure of auxin concentration fluctuation. Negative values of \(g\) at a given point are possible and just mean that there is an auxin depletion at that point. Substituting (2.8) and (2.9)
into (2.7) and expanding in powers of \( f_0 g \) gives

\[
g_i = -dg + h_0^2 D_g \nabla^2 g + \frac{D_j h_0^2}{12} g_4 + \frac{PT h_0^2}{12} \left( -\frac{A_0^2}{(k + A_0)^2} \nabla^2 g - \frac{A_0^2 h_0^2}{4(k + A_0)^2} \nabla^4 g \right) \]

\[
+ \frac{PT h_0^2}{12} \left( -\frac{2k^2 A_0^2}{(k + A_0)^2} \nabla^2 g - \frac{h_0^2 A_0^2}{2(k + A_0)^2} \nabla g \nabla^2 g \right) .
\]

Observe that the effective diffusion, the coefficient of the Laplacian \( \nabla^2 \), is

\[-H = -H_0 h_0^2 = h_0^2 \left( D_g - \frac{PT A_0^2}{(k + A_0)^2} \right).
\]

For \( D_g < \frac{A_0^2}{(k + A_0)^2} \), reverse diffusion driven by PIN1 transport overcomes diffusion. If only the Laplacian term were present (if one ignored higher derivatives), an instability of the uniform auxin concentration state \( g = 0 \) would be possible for \( H > 0 \) since one could always choose a perturbation with small enough wavelength \( \frac{2\pi}{k} \) that is, large enough wavenumber \( k \) so that the reverse diffusion term \(-H \nabla^2 g\) would overcome linear damping \(-dg\). But, for larger \( k \), the higher order derivatives become increasingly important and may arrest the linear instability. Their presence leads to a finite choice of the most unstable wavevectors. The fact that the observed pattern is not so good (the pattern wavelength is between 10 and 20 cell diameters) means that, whereas \( H \) is positive, it is small. In that case, we note that the \( g_4 \) coefficient in (2.11), which is

\[
\frac{D_j h_0^2}{12} \left( D_g - \frac{PT A_0^2}{(k + A_0)^2} \right),
\]

is also small, so that only the rotationally invariant \( \nabla^4 \) is left in the fourth derivative term.

We can therefore approximate the linear part of the continuum approximation to Eqs. (2.3)–(2.5) by including terms up to the fourth derivative. Because the coefficient \( H_0 \) of the Laplacian is small and because (in suitable units) the linear damping is small, the three terms \(-dg, H_0 h_0^2 \nabla^2 g\) and \( D_g \nabla^4 g\) can balance and each of them is larger than the sixth and higher derivative terms which are ignored. An estimate of the ratio of the sixth to the fourth derivative terms on a field cos \( k \cdot \mathbf{x}, k = |k| \), is \( \frac{4}{9} (h_0 k)^2 \approx \frac{4}{9} (k_0^2) \), where \( \lambda \) is the pattern wavelength. For \( \lambda \simeq \frac{1}{10} \), this ratio is indeed small. As already indicated, we also expand (2.6) around the mean auxin concentration \( A_0 = \frac{1}{2} \) as (2.10) and retain all terms to cubic order in the product \( f_0 g \). The resulting equation is (2.1).

### 2.2. Simplification via the use of order parameters

What follows is the standard treatment for pattern-forming systems near onset. A linear analysis of the stability of the uniform solutions \( A = A_0, g = 0 \) can be carried out by setting \( g \) proportional to \( \exp(\i \tau + \i m \theta) \exp(\i \tau t) \) (recall that \( \nabla^2 \simeq \frac{\i \omega^2}{\omega^2} + \frac{1}{R^2} \frac{\omega^2}{\omega^2} \) to a good approximation), whereupon

\[
\sigma(l, m) = \sigma \left( k^2 = l^2 + m^2 \right) = -D_j k^4 + H k^2 - d .
\]

As \( H \) increases, the growth rate \( \sigma \) first becomes positive for a value of the wavenumber \( k = k_c = \frac{\i}{\sqrt{H}}, \) or \( h_0 k_c = \frac{1}{\sqrt{H}} \) at the value \( H = H_c = 2 \sqrt{\frac{d}{D_j}} \). Both observations (and the values of the parameters given in Jönsson et al., 2006) suggest an intraprimaldor distance \( \frac{k_0}{\lambda_0} \) of between 10 and 15 cell diameters. For \( H \) close to \( H_c \), we take \( g(r, z, t) \) to be a linear combination of sinusoidal functions with wavevectors \( k = (l, m) \) in the set \( \mathcal{V}_g \) of wavevectors for which \( \sigma(k) \) is small (positive or negative). The set \( \mathcal{V}_g \) is the set of wavevectors for the so-called active modes. Thus, we write

\[
g(r, z, t) = \sum_{l, m} B_l(t) \exp[\i (l r + m z)] + (s),
\]

where \( (s) \) denotes the complex conjugate of the first term. When convenient, each of the wavevectors \( k \) in the set can be written in terms of phyllotactic coordinates

\[
l = \frac{2\pi}{\lambda_0} (q - m d_0), \quad m = m,
\]

where \( \lambda_0 \) is the plastochrone ratio and \( 2nd_0 \) is the divergence angle; see Shipman and Newell (2005) for explanation of the phyllotactic coordinates and the derivation of (2.14). If the lattice is not perfect, but varies with \( \Delta \), then \( \lambda \) will give

\[
l = \frac{\lambda}{\lambda_0} (q - m d_0), \quad m = m
\]

where \( \lambda_0 \) is the plastochrone ratio and \( 2nd_0 \) is the divergence angle; see Shipman and Newell (2005) for explanation of the phyllotactic coordinates and the derivation of (2.14). If the lattice is not perfect, but varies with \( \Delta \), then \( \lambda \) will give
of amplitude equations

\[
\frac{dB_j}{dt} = \sigma(k_j^2)B_j + \sum_{p,q} \kappa(j, p, q)B_p^*B_q^* \tag{2.15}
\]

for each of the order parameters \(B_j\) in the set \(\mathcal{U}_g\). (We give a detailed derivation of these equations for the mechanical model in Shipman and Newell, 2005.) The coefficient \(\kappa(j, p, q)\) (whose non-dimensional value is given in Section 3) is only non-zero for triads \(k_j = -k_p - k_q\), each of whose wavevectors lie in \(\mathcal{W}_q\).

Amplitude equations such as (2.15) are universal in the sense that they result from the near-threshold analysis of many pattern-forming systems, such as overdamped shells under compressive stress, convection patterns in buoyancy or surface tension-driven unstable fluid layers, Faraday waves in vibrating dishes. The information about the microscopic details is all contained in the coefficients \(\sigma(k_j^2)\) and \(\kappa(j, p, q)\). The common feature of all the microscopic systems giving rise, near threshold, to the form of (2.15) is simply that they share common symmetries, such as rotational symmetry in the \(x, y\)-plane. Therefore, one has to be careful about reaching definite conclusions concerning which mechanism or mechanisms are responsible for the observed pattern. Many different mechanisms which are described by equations such as (2.1) with similar symmetries to (2.1) (here, rotational symmetry and a breaking of the \(g \rightarrow -g\) symmetry) will rise to patterns which look similar. To distinguish one mechanism from another, one must see how the pattern behaves as the coefficients \(\sigma\) and \(\kappa\), which contain information about the particular microscopic model, are changed. The remark applies even before any simplifying reductions of the original equations (2.3)–(2.5) are performed. That Jönsson et al. and Smith et al. note that numerical simulations of Eqs. (2.3)–(2.5) give patterns which are similar to observed phyllotactic patterns cannot be taken as proof that the mechanism giving rise to their model is the correct one. One has to work much harder by showing that the observed changes in pattern which occur as certain external influences are changed are also captured by the model. The same, of course, applies for any mechanical model.

We have already noted that the equations for an overdamped, curved elastic shell under an in-surface compressive stress (possibly induced by the combination of growth and the presence of boundaries which limit expansion) has almost exactly the same form as (2.1). Moreover, near the threshold at which this compressive stress would produce buckling, the surface deformation \(w(r, z, t)\) can also be expanded in a set \(\mathcal{U}_m\) of active modes:

\[
w(r, z, t) = \sum_{j \in \mathcal{U}_m} A_j(t) e^{ik_j r + m_j z} + (*), \tag{2.16}
\]

and the equations for the order parameters \(A_j(t)\) of the surface deformation are the same as (2.15) except for the linear and quadratic coefficients

\[
\frac{dA_j}{dt} = \sigma_m(k_j^2)A_j + \sum_{p,q} \tau(j, p, q)A_p^*A_q^*. \tag{2.17}
\]

We give the expressions for \(\sigma_m(k_j^2)\) and \(\tau(j, p, q)\) (derived in Shipman and Newell, 2005) in the next section.

It is very natural to ask, therefore, how the patterns for both the auxin concentration fluctuation \((g(r, z, t))\) and surface deformation \((w(r, z, t))\) fields will interact if we include some coupling between the biochemical and mechanical fields. It is possible that one mechanism dominates in some plants and the other in other plants. For example, while the values for the PIN1 transport may be close to or above threshold, the compressive stress may be well below its threshold value. In that case, the pattern will be set predominantly by the biochemical considerations (the amplitude equations (2.15)) and the coupling will simply slave the surface deformation pattern to the auxin concentration pattern. It is also possible, however, that for other plants the two sets \(\mathcal{U}_g\) (of active modes for the biochemical system) and \(\mathcal{U}_m\) overlap and phyllotaxis will be a cooperation between the two mechanisms. The goal of Section 3 is to examine both of these possibilities.

Before we do that, however, we end this section with a brief discussion of how the solutions \(A_j(t)\) and \(B_j(t)\) of Eqs. (2.15) and (2.17) can reach finite values. Whereas the quadratic terms redistribute energy amongst the modes, they do not saturate growth. Just as a spherical elastic shell under external pressure will collapse (after first making, for example, a hexagonal pattern), so too will the amplitudes \(A_j(t)\) and \(B_j(t)\) grow without bound. In the case of the surface deformation, the source of the saturation is fairly clear. The tunica (the curved elastic sheet) is attached to a corpus which acts mechanically as an elastic foundation. This gives rise to spring-like forces in the direction normal to the undeformed surface. In Shipman and Newell (2005), we have modelled this spring force \(F(w)\) as a Taylor series \(\sim kw - \gamma_2 w^2 - \gamma_3 w^3\), which leads, in the perturbation analysis, to a slight change in the coefficient \(\tau(j, p, q)\) in (2.17) and the addition of cubic terms \(-\gamma A_j |A_j|^2 + 2 \sum_{p \neq j} |A_p|^2\) \((\gamma\) is a function of \(\gamma_2\) and \(\gamma_3\) on the right-hand side of (2.17). Now, strictly speaking, since the linear and quadratic terms balance (that is, they have roughly the same magnitude since the growth \(\sigma_m\) is small), the cubic term will generally be smaller (since it is the third power of the small amplitudes). However, we have argued that \(\gamma\), the nonlinear restoring coefficient, is likely to be large, and therefore, in (2.17), all three terms will be of the same order of magnitude. The reason for the saturation in (2.15) (which would give rise to cubic terms again having the same form, but different coefficient values, as for (2.17)) is less clear. Certainly the total auxin concentration is bounded, but this fact does not necessarily bound its fluctuations, except, of course, that the concentration cannot be less than zero. Our analysis, however, is looking at situations for which the fluctuation \(\frac{dA_j}{dt}\) of auxin is
small. One can formally calculate a cubic term, but in order for the cubic term to saturate $B_j(t)$, the amplitudes become large so that higher powers also come into play. We sidestep this issue by simply postulating that the growth fluctuation amplitudes have a saturation $-\delta B_j(|B_j|^2 + 2\sum_{\nu \neq j} |B_\nu|^2)$, where $\delta$ is sufficiently large so that all three terms on the right-hand side of (2.15) can balance. But, the cubic saturation term should now be considered phenomenological with the parameter $\delta$ determined by the observed fluctuation size.

3. The combination of mechanics and biochemistry

The outline of this section is as follows. First, we will discuss the coupling between the biochemical and mechanical (normal surface deformation and Airy stress potential) fields. Second, we introduce the nondimensionalized terms on the right-hand side of (2.15) can balance. But, the auxin concentration field (which translates into a growth strain) via linear coupling, the surface deformation field and the auxin concentration field are the principal source of phyllotactic patterning. Case two corresponds to the reverse case, where growth-induced strains. These strains do not result in stress. If $\varepsilon_{ij} = G_{ij}$, then $N_{ij} = 0$. Second, the $G_{ij}$ encode stresses $EhG_{ij}$ that arise from restrained growth. Since the plant’s annular generative region cannot expand in the circumferential direction (it does a little, as the ring moves outward, but this effect is small), $\varepsilon_{zz} = 0$, and a positive $G_{zz}$ gives rise to negative, or compressive, stress. In terms of the stresses $N_{ij}$ and the normal deflection $w(r, \phi)$ of the tunica shell, the FvKD stress-equilibrium equation (for simplicity, assuming for now that the original shell is flat) reads

$$D\nabla^4 w - N_{rr} \frac{\partial^2}{\partial r^2} w - N_{zz} \frac{1}{R^2} \frac{\partial^2}{\partial \phi^2} w - 2N_{rz} \frac{1}{R} \frac{\partial^2}{\partial r \partial \phi} w = 0,$$

(3.1)

where $D = Eh^3 v^2$, $v^2 = \frac{1}{2(1-\nu^2)}$ for Poisson’s ratio $\nu$, is the bending modulus. In Shipman and Newell (2005), we analyzed the FvKD equation for the case in which $G_{zz} = P/(Eh)$, $G_{rr} = \gamma P/(Eh)$ are constant. That is, the growth-induced stresses were assumed to be constant over the generative region. But, the auxin models suggest that growth may not be constant throughout the generative region. To allow for the growth-induced stress to vary spatially, we consider perturbations

$$G_{zz} = \frac{P}{Eh} + g_{zz}, \quad G_{rr} = \frac{\gamma P}{Eh} + g_{rr}, \quad G_{rz} = g_{rz}$$

by functions $g_{zz}(r, \phi)$, $g_{rr}(r, \phi)$. Eq. (3.1) then becomes

$$D\nabla^4 w + \frac{\gamma P}{Eh} \frac{\partial^2}{\partial r^2} w + P \frac{1}{R^2} \frac{\partial^2}{\partial \phi^2} w - N_{rr} \frac{\partial^2}{\partial r^2} w
\quad - N_{rz} \frac{1}{R} \frac{\partial^2}{\partial r \partial \phi} w
\quad - N_{zz} \frac{1}{R^2} \frac{\partial^2}{\partial \phi^2} w + 2N_{rz} \frac{1}{R} \frac{\partial^2}{\partial r \partial \phi} w = 0,$$

where $N_{rr} = Eh(\varepsilon_{rr} - G_{rr})$. The next step is to formulate a governing equation for the $g_{ij}$. Here we make the simplifying assumptions that the tensor $g_{ij} = g\delta_{ij}$ ($g_{rr} = g_{zz} = g, g_{rz} = 0$) is isotropic and $g(r, \phi, t)$ satisfies (2.1) with additional terms added to capture the effects of the fluctuation stress field over the tunica. Defining a perturbation Airy stress function $f(r, \phi, t)$ by

$$\frac{\partial^2 f}{\partial r^2} = N_{zz}, \quad \frac{1}{R^2} \frac{\partial^2 f}{\partial \phi^2} = N_{rr}, \quad \frac{1}{R} \frac{\partial^2 f}{\partial r \partial \phi} = -N_{rz},$$

we take the additional term in (2.2) to be $\beta \nabla^2 f$, where $\nabla^2 f$ is the trace of the stress tensor. Growth is thus enhanced where $\nabla^2 f$ is largest, namely where the total stress $\Sigma = -P - \gamma P + \nabla^2 f$ is larger ($\Sigma > 0$ implies tension, and $\Sigma < 0$ compression). The rationale is that tension (or less compression) allows for plastic stretching of the cell walls. We mention that our formulation of an auxin-induced
growth is similar to that used in the analysis of self-similar wrinkling in leaf edges by Sharon et al. (2007) and Audoly and Boudaoud (2003).

Our combined model then consists of the stress equilibrium equation (3.1) (with an extra term proportional to the curvature of the spherical apex of which the generative region is a part), a compatibility equation that relates $f$, $g$, and $w$, and the biochemical equation (2.1). Written in nondimensional units, the equations are

$$
\dot{\zeta}_m w_t + \nabla^4 w + \frac{1}{4} \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} \right) + C \nabla^2 f - [f, w] + \kappa w + \gamma w^3 = 0,
$$

(3.2a)

$$
\nabla^4 f + \nabla^2 g - C \nabla^2 w + \frac{1}{4} [w, w] = 0,
$$

(3.2b)

$$
\zeta_g \eta_t + \nabla^3 g + H \nabla^2 g + g + \nabla(\nabla g (\kappa_1 g + \kappa_2 \nabla^2 g)) - \beta \nabla^2 f + \delta g^3 = 0.
$$

(3.2c)

In (3.2), $\zeta_m$ and $\zeta_g$ are, respectively, relaxation time scales of the overdamped elastic surface and the auxin field, $\Gamma = \frac{\rho}{\mu}$, where $2 \pi A_0$, for $A_0 = \frac{\mu}{\rho}$, is the natural instability wavelength for the critical value of the auxin flux $H$ (namely $H_c = 2$), and $C$ is the nondimensional curvature $\frac{A_0^2}{R_c}$, where $R_c$ is the radius of curvature of the spherical apex and $v, h$ are defined as above. $\kappa$ and $\gamma$ are nondimensional spring constants giving the interaction between the plant’s tunicia and intercellular and $\kappa$ and $\gamma$ are related to their dimensional forms $\kappa'$ and $\gamma'$ by $\kappa = \frac{A_0^2}{2} \kappa'$, $\gamma = \frac{A_0^2 v^2 h^2}{2 R_c^{-2}}$. The natural mechanical buckling wavelength is given by $A_m^2 = \frac{B R_c^{-2}}{D + \kappa'}$, and defining $L = \frac{R_c}{A_m^2}$, the constraint $\kappa + C^2 = L$ is satisfied. We take $\nabla^2 = \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$, and the bracket $\Gamma^2 [u, v] = \frac{\partial^2 u}{\partial x^2} \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 u}{\partial y^2} \frac{\partial^2 v}{\partial x^2} - 2 \frac{\partial^2 u}{\partial x \partial y} \frac{\partial^2 v}{\partial x \partial y}$. $[w, w]$ is closely related to the Gaussian curvature of the deformed elastic surface. The surface deformation field $w$ has been scaled by $\sqrt{h}$ and the perturbation Airy stress potential $f$ with $D$. As explained in Section 3.1, the in-surface growth is accounted for in the term containing second derivatives in (3.2a). If $\chi = 1$, the in-plane stress is equally important in the $r$ and $z$ directions. We shall take $\chi = 0$, as there is experimental evidence to support the idea that the in-plane stress only acts in the $z$ direction (Dumais and Steele, 2000).

We now analyze the behavior of the two coupled fields $g$ and $w$ when one or both of the applied forcing parameters $P$ (compressive stress) or $H$ (PIN1 transport) is close to their critical values $2\sqrt{L}$ and 2, respectively.

### 3.2. The order parameter equations

As we did in Section 2.2, we represent the fields $w$ and $g$ as linear combinations of sinusoidal functions of the phases $\theta_j = l_j r + m_j z$, $j = 1, \ldots, N$.

$$
w, g = \sum_{j=1}^N (A_j(t), B_j(t)) e^{i \theta_j} + (*).
$$

The wavevectors $k_j = (l_j, m_j)$ determine the shapes involved, but it is the relative sizes of the amplitudes—the order parameters $A_j(t), B_j(t)$—which determine the configurations. For example, if $N = 1$, $k_1 = (0, m)$, the deformation $w$ is a set of $m$ ribs emanating from the shoot apical meristem. If $N = 3$, $k_1 = (0, 1) m$, $k_2 = (\frac{1}{2}, -\frac{1}{2}) m$, $k_3 = (-\frac{1}{2}, -\frac{1}{2}) m$, and the amplitudes $B_1, B_2, B_3$ are equal, the auxin concentration field is a hexagonal structure with maxima at the intersections of $\theta_1 = 2\pi n_1$, $\theta_2 = 2\pi n_2$, $\theta_1 = 2\pi n_3$ for integers $n_j$, $j = 1, 2, 3$. The common feature of all the members $k_j$ belonging to the active set is that one or the other of the corresponding growth rates $\sigma_m(l_j, m_j), \sigma_g(l_j, m_j)$ defined below is small. The amplitudes of the order parameters $A_j(t), B_j(t)$ may not all be of equal size for different $k_j$. The order parameter equations are

$$
\frac{dA_j}{dt} = \sigma_m(l_j, m_j) A_j + CB_j - C \sum q \left( \tau_{pq} A_p^* A_q + \tau_{pq} B_p^* B_q \right) + 2 \sum_{p \neq q} |A_p|^2 |A_q|^2 + 2 \sum_{p \neq q} |B_p|^2 |B_q|^2,
$$

(3.3a)

$$
\frac{dB_j}{dt} = \sigma_g(l_j, m_j) B_j + \beta C A_j + \sum q \left( \tau_{pq} A_p^* A_q + \tau_{pq} B_p^* B_q \right) - \beta \sum_{p \neq q} |A_p|^2 |A_q|^2 + \beta \sum_{p \neq q} |B_p|^2 |B_q|^2,
$$

(3.3b)

where, for $k^2 = k^2 + \frac{m^2}{l^2}$,

$$
\zeta_m \sigma_m(l, m) = -k^4 + \frac{P m^2}{l^2} \frac{\kappa - C^2}{2} = - \left( k^2 - \frac{P}{2} \right)^2 - \frac{P^2}{4} L,
$$

(3.4)

$$
\zeta_g \sigma_g(l, m) = -k^4 + \frac{H k^2}{4} - 1 - \beta = - \left( k^2 - \frac{H}{2} \right)^2 - \frac{H^2}{4} - 1 - \beta,
$$

(3.5)

and the coefficients $\tau_{pq}$, $\tau_{pq}$, $\kappa_{pq}$ are given by

$$
\tau_{pq} = \frac{|K_p \times K_q|^2}{k_j^2} = \frac{(l_p m_q - l_q m_p)^2}{k_j^2 l^2},
$$

(3.6)

$$
\tau_{pq} = \frac{|K_p \times K_q|^2}{l^2} \left( \frac{1}{k_p^2} + \frac{1}{k_q^2} + \frac{1}{k_j^2} \right),
$$

(3.7)
\( \kappa_{pq} = \kappa_1 k_j^2 + \kappa_2 (\vec{k}_j \cdot \vec{k}_p) k_q^2 + \vec{k}_j \cdot \vec{k}_p k_q^2, \) \hspace{1cm} (3.8)

for \( k_j^2 = |\vec{k}_j|^2 \) and \( \kappa_1, \kappa_2 \) are defined in (2.1). We note that \( \tau_{pq} = \tau_{qp} = \tau_{qpp} \) is constant over a triad because \( \vec{k}_j + \vec{k}_p + \vec{k}_q = 0 \) and that \( \tau_{pq} \) cycled over \( jqp \) is \( \tau_{pq} \). If, in addition, the wavelengths \( \frac{2\pi}{\lambda_1} \) of all participating modes are equal, then all the terms in \( \tau_{pq} \) and \( \kappa_{pq} \) are equal for all \( j, p, q \) permutations. This is because the only wavevectors satisfying \( \vec{k}_j + \vec{k}_p + \vec{k}_q = 0 \), \( |\vec{k}_j| = |\vec{k}_p| = |\vec{k}_q| \), are 120° apart.

The coefficients \( \tau_{pq} \), \( \tau_{pq} \) and \( \kappa_{pq} \) are nonzero over wavevector triads \( \vec{k}_j, \vec{k}_p, \vec{k}_q \) such that \( \vec{k}_j + \vec{k}_p + \vec{k}_q = 0 \). The fixed point solutions (we shall see that the flow represented by (3.3) is, to a very good approximation, gradient so that all attracting sets are points which are local minima of some free energy \( \Theta(A_j, B_j) \)) determine the configurations of the vertical deformation and auxin concentration fields. As parameters, and in particular the size parameter \( \Gamma \), change, so will the fixed points leading to transitions from one surface deformation pattern and phyllotactic lattice to another.

### 3.3. Linear analysis

We begin with a linear stability analysis of the solution \( w = g = 0 \) corresponding to uniform auxin concentration and the original tunic surface with no normal deformation. Equivalently, we can look at the linear stability of the solution \( A_j = B_j = 0 \) of (3.3). Neglecting nonlinear terms in (3.3) and setting \( (A_j, B_j) = (\hat{A}, \hat{B}) e^{\sigma t} \), we find

\[
(\sigma - \sigma_m) \hat{A} = \frac{C}{\gamma_m} \hat{B}, \quad (\sigma - \sigma_g) \hat{B} = \frac{\beta}{\gamma_g} C \hat{A}. \hspace{1cm} (3.9)
\]

Eliminating either \( \hat{A} \) or \( \hat{B} \) in (3.9) gives the growth rate

\[
\sigma_{\pm} = \frac{\sigma_m + \sigma_g}{2} \pm \sqrt{\left( \frac{\sigma_m - \sigma_g}{2} \right)^2 + \frac{\beta C^2}{\gamma m K^2}}. \hspace{1cm} (3.10)
\]

We note that for positive \( \beta, \sigma_+ \), the larger of the two roots, is always bigger than either \( \sigma_m \) or \( \sigma_g \). Coupling helps the onset of primordium formation. The curvature of the original surface is important. Fig. 4 shows two graphs of \( \sigma_m \) and \( \sigma_g \) projected on the plane \( \ell = 0 \). In Fig. 4(a), we have drawn a situation in which the auxin growth \( \sigma_g \) is about to make a transition from negative to positive while the stress \( P \) is small (we make even allow it to be zero or negative), so that \( \sigma_m \), the buckling growth, is always negative. In this instance, we would expect \( \sigma_+ \) to be dominated by \( \sigma_g \) (it might be useful to think of the coupling growth as being small so that \( \sigma_+ \approx \max(\sigma_g, \sigma_m) \) and for the \( B_j \) fields to dominate the \( A_j \) fields. Indeed, because \( \sigma_m \) is negative and of order one, the \( A_j \) field will be simply slaved to the \( B_j \) field through the relation \( \sigma_m A_j = -CB_j \). In Section 3.7, we examine this case in more detail. In the same subsection, we will also investigate what happens as \( P \) increases so that \( \sigma_m \) increases towards zero. We will find the slaving tendency of \( A_j \) to \( B_j \) reduced and the surface deformation will take on a life and shape of its own.

Fig. 4(b) shows a situation where both \( \sigma_g \) and \( \sigma_m \) are close to zero, the former at \( \frac{\pi}{2} = 1 \), and the latter at \( \frac{\pi}{2} = \sqrt{L} \). If \( \sqrt{L} \) is close to 1, there is a strong linear resonance between the two fields. This is examined in Section 3.7. But, one can also have a nonlinear resonance, where \( \sqrt{L} \) is such that the cross-coupling terms in (3.2a) (arising from \( [V^{-2}g, w] \) in (3.2b) are important). Such a possibility is investigated in Section 3.8.

### 3.4. Eleven important remarks

1. \( \sigma_m(l, m) \) and \( \sigma_g(l, m) \) are the growth/decay rates of fluctuations on the separate uniform compression and uniform auxin states in the absence of the other. \( \sigma_k(l, m) \) is the modified growth rate in the presence of both. Even in the absence of coupling (i.e., \( \beta = 0 \)), \( \sigma_+ \) is nontrivial. It can be \( \sigma_m(l, m) \) for some \( l, m \) values and \( \sigma_g(l, m) \) for others. It always is the larger of the two.

2. For \( \beta > 0 \), the case in which the fluctuation stress trace \( \nabla^2 f \) produces a positive rate of growth in the field \( g \), \( \sigma_+ \) is always larger than either \( \sigma_m \) or \( \sigma_g \). Thus, coupling stress and auxin fields enhances primordia formation.

3. \( \sigma_k \) is maximum at on the ellipse \( \frac{\ell^2 + \eta^2}{P^2} = \frac{L}{2} \) and, for \( \beta = 0 \), becomes zero when \( H = 2 \) (for \( \beta > 0 \), it becomes zero at \( H = 2 \sqrt{1 + \beta} \), so that \( \frac{\ell^2 + \eta^2}{P^2} = 1 \). In physical space this corresponds to a wavelength \( L \), which was used as a nondimensionalization scaling parameter. \( \sigma_m \) is maximum on the ellipse \( \ell^2 + \frac{\eta^2}{P^2} = \frac{L}{2} \) and becomes zero when
\[ P = 2\sqrt{L}. \] For \( \chi = 0 \), this gives that \( \frac{m}{\sigma_+} = \sqrt{L} \) is the preferred wavenumber.

4. We identify the active set of modes \( \Re \) in (3.3) by the criterion that, for a mode \((l, m)\), the growth rate \( \sigma_+ \) is greater than some prescribed negative value \(-\sigma_+^\ast\). \(-\sigma_+^\ast\) is not zero since nonlinear coupling can overcome linear damping and lead to stable finite amplitude solutions \( A_1, B_j \). Our results should, however, not be sensitive to the choice of \( \sigma_+^\ast \) (and they are not).

5. Having identified all possible active modes using linear theory, we now allow them to compete by expanding \( w \) and \( g \) in an asymptotic expansion with respect to some small parameter (the amount by which \( \sigma_+ \) is above or below critical). The amplitude equations (3.3) are the necessary and sufficient condition that this asymptotic expansion remains well ordered in time.

6. The most important nonlinear terms are the quadratic ones, whereby modes such as \( \exp(\pm i l \theta_j) \), \( \exp(\pm i l \theta_j) \), \( \theta = l \tau + m \tau \), give rise to \( \exp(\pm (l \theta_j + \theta_j)) \). This coupling produces a resonance with a mode \( \exp(i \theta_j) \) already in the active set when \( k_p + k_q + k_j = 0 \) \((k_j = (l, \frac{\sigma_+}{C_2})\)). For example, let us suppose that

\[
\tilde{k}_p = \left(l, \frac{-m}{2\tau}\right), \quad \tilde{k}_q = \left(-l, \frac{-m}{2\tau}\right), \quad \tilde{k}_j = \left(0, \frac{m}{\tau}\right),
\]

which encodes a \( \frac{2}{3} \)-whorl if the amplitudes \( A_p, A_q, A_j \) are more or less equal. The choices \( l = \frac{2\sqrt{3}}{2}, \Gamma = m = 4 \), give the decussate (2-whorl) pattern. The value of \( l \) is chosen by minimizing the elastic energy.

7. It is very important to understand that a ridge solution

\[ A_j = \sqrt{\frac{\sigma_n(l, m)}{3\sigma}}, \quad A_p = A_q = 0 \]

is unstable to a configuration with a nonzero \( A_p, A_q \) when the quadratic coefficient \( \tau \) is sufficiently large. Therefore, even though the linear buckling instability leads to radial ridges, the ridges can rapidly destabilize to more hexagonal structures. See Shipman and Newell (2005) for discussion.

8. The cubic terms in (3.3) are not complete. There are many additional terms arising from the interaction of the quadratically generated nonresonant terms in \( w, w \) with the \( w \) field itself. However, we assume that the dominant saturation for the surface deformation is the strong nonlinear elastic foundation term \( \gamma w^3 \) and that the saturation of the auxin field is primarily due to a concentration of auxin which is represented in (3.3b) as \( \delta B_j B_j^2 + 2 \sum_{p \neq j} |B_p|^2 \). Again, our results are relatively insensitive to these choices.

9. We have stated that the fixed generative domain \( R - r_1 < r < R + r_1, 0 < \tau < 2\pi \), where we consider both \( R \) and \( r_1 \) large and ignore boundaries, is a simplification. First, the region is moving slowly outwards on those time scales, \( \frac{1}{\tau_\sigma} \) and \( \frac{1}{\tau_\sigma^\ast} \), associated with primordia formation. Thus, in reality, we should think that the parameter \( \Gamma \) is a slowly varying function of time. We assume that it is a constant for each calculation of the minimizing configuration \( A_j(\Gamma), B_j(\Gamma) \) and then imagine that the amplitudes follow \( \Gamma \) adiabatically. But, the evolution of a given planform with \( \Gamma \) may or may not always be continuous. In Shipman and Newell (2005), we showed that in continuous second-order phase transitions the plant patterns moves up the Fibonacci sequence. Transitions from whorls to spirals are, however, discontinuous.

Second, the pattern moves with the surface material faster than the plant grows. The old pattern passes out of the generative region leaving an unpatterned template on which the next pattern will develop. If \( \Gamma \) increases, the new pattern will have a slightly different structure from the old pattern. Nevertheless, the old one will influence the emerging pattern via its presence on the outer boundary \( R + r_1 \). This is incorporated into our picture by projecting the shapes of \( w \) and \( g \) on their outer boundary onto the solvability condition which gives rise to the amplitude equations (3.3). Its effect is to add constants \( A_j, B_j \) to each of (3.3a), (3.3b). These additional terms play a central role in the evolving phyllo tactic configuration. In Newell and Shipman (2005), we showed how they are key elements in choosing the Fibonacci sequence. The idea, explained in Newell and Shipman (2005), is the following. Suppose one has a spiral pattern with circumferential wavenumbers (the parastichy numbers) \( n, m, m + n, m < n \), where \( m + n \sim \Gamma \). Quadratic interactions can give rise to modes with circumferential wavenumbers \( m + n \) (already present), \( 2m + n \) (non-Fibonacci if \( m, n \) are members of the Fibonacci sequence) or \( m + 2n \) (Fibonacci). The wavenumber \( m + 2n \) is preferred since, in forming the boundary, the \( m \) mode plays less of a role since it is more strongly damped. As \( \Gamma \) increases past \( m + n \) to either \( 2m + n \) or \( m + 2n \), the emerging spiral pattern is therefore \( n, m + n, m + 2n \), not \( m, m + n, 2m + n \). In fact, because of the first point in this remark, there is a slow evolution from \( m, n, m + n \) to \( n, m + n, m + 2n \). The amplitude \( A_m \) decreases as the amplitude \( A_{m+2n} \) increases. The in-between pattern displays a surface deformation with amplitudes \( A_m \simeq A_{m+2n} \ll A_n \simeq A_{m+n} \), a diamond pattern. What is more intriguing is that the size \( \Gamma \) can be scaled out of the equations altogether. The envelope of the amplitudes, the graph connecting \( A_n, A_m, A_{m+n}, A_{m+2n} \), is largely independent of the plant size \( \Gamma \).

10. An energy functional? It is not a surprise that the amplitude equations for the amplitudes \( A_j \) of the vertical deformations can be derived as the gradient \( -\frac{dE}{dA} \) of some energy landscape function \( E(A_j, B_j) \). The equations were derived from the elastic energy of the generative region. But, the equations for the auxin concentration field, in either their discrete or continuous forms, are not, in general, gradient. There is not a natural functional which optimizes auxin distributions. But, the amplitude equations for \( B_j \) are, in special circumstances, gradient. The key is whether the coupling coefficient \( \delta p q \) is constant across triads. Its counterpart \( \tau_{pq} \), which is proportional to \( k_p + k_q \), is also proportional to \( k_p + k_q \) and independent of \( \tau \).
\[ \vec{k}_q = 0. \] But \( \kappa_{pq} \) is proportional to \( k_j^2 \) and \( k_j^2 (\vec{k}_p \cdot \vec{k}_q) \). This is only constant across the triad if \( k_j^2 = k_p^2 = k_q^2 = k^2 \) because this, along with the condition that \( \vec{k}_p \cdot \vec{k}_q + \vec{k}_q \cdot \vec{k}_p = 0 \) means that \( \vec{k}_p \cdot \vec{k}_q = \vec{k}_q \cdot \vec{k}_j = \vec{k}_j \cdot \vec{k}_p = -\frac{1}{2} k^2 \); namely, the wavevectors are 120° apart in angle. A very similar situation arises in other contexts. Convection in horizontal fluid layers is not a gradient flow. However, as Busse (1967) has no terms depending on the growth field decouples. Note that in this limit equation factor of 3 on the quartic term. The minimum. The corresponding procedure when the most stable solution.

Choosing that set which minimizes the value of the energy functional, we do not necessarily know that the factor of 3 on the quartic term. The minimum. The corresponding procedure when the most stable solution.

The coefficient of the quadratic terms \( \sigma_m \) and \( \sigma_s \), defined as functions of \( \lambda \), the radial wavenumber, near their maxima. Solutions of the partial differential equations for the order parameters will admit solutions corresponding to transitions between two different perfect lattice states. Spatially modulated amplitudes will be very useful in allowing us to change slowly the radial wavenumber in the case where we allow the plant size also to be slowly varying.

3.5. A brief review of relevant previous results

It is worthwhile reviewing briefly previous results when only mechanical forces were involved and it was assumed that phylla would simply grow at the maxima of the surface deformation as long as the maxima were isolated. The key results were:

1. The linearly most unstable mode is always purely circumferential. However, for sufficiently strong quadratic coupling, the purely circumferential mode is unstable to a three mode structure. The ratios of the amplitudes of the other two modes and the amplitude of the circumferential of the stationary state increases with the ratio of quadratic to linear coefficients.

2. The quadratic coefficient \( \tau_{pq} \) in (3.3) arising from the strain elastic energy is maximum when one of its radial wavenumbers is zero. This means that this coefficient is a sensitive function of the divergence angle \( d_0 \) and prefers values of \( d_0 \) which are ratios of next to consecutive members of the Fibonacci sequence. Also, the balance between the linear growth rate \( \sigma_m \) and \( \sigma_s \) ensures that the radial wavenumbers of the other two participating modes in the triad are order one.

3. When \( \Gamma = 2N \), absolute minima are achieved for three mode structures with circumferential wavenumbers \( N, N, 2N \). When \( \Gamma \) increases to \( 2N + 1 \), the preferred structure has circumferential wavenumbers, \( N, N + 1, 2N + 1 \).

4. Fibonacci sequences appear because if \( P \) is sufficiently supercritical, more than one triad can compete. For example, if one begins with a 2, 3, 5 structure with \( \Gamma = 5 \) and then lets \( \Gamma \) increase, it is possible for the wavevectors \( \vec{k}_1 = \vec{k}_2 + \vec{k}_3 \) and \( \vec{k}_8 = \vec{k}_3 + \vec{k}_5 \) to compete. The coefficient of the quadratic terms \( A_2 A_3 \) and \( A_1 A_5 \) are maximized when \( d > \frac{1}{3} \) and \( d < \frac{2}{3} \), respectively. In almost all circumstances and very much because of the
bias on the outer boundary of the radial region provided by the 3 and 5 modes (the 2 mode is more strongly damped), the latter wins and the new stationary state is a combination of the four modes \( k_2, k_3, k_5, k_8 \), with corresponding amplitudes \( A_2 \approx A_8 < A_3 \approx A_5 \) which leads to a diamond shape. As \( \Gamma \) continues to increase, the participating modes are \( k_2, k_3, k_5, k_8, k_{13} \) and the amplitudes \( A_2 \approx A_{13} < A_1 \approx A_5 < A_8 \). All these transitions are second order and \( d_0 \) changes continuously towards the golden angle value.

5. The shape of the graph of the amplitudes \( A_j \) is invariant as \( \Gamma \) increases (see Shipman and Newell, 2005, Fig. 28).

A later paper will discuss the extension of these results to the case where biochemistry is included. For the remainder of this paper, however, our goal is to illustrate with two examples how the two mechanisms can cooperate and in particular to demonstrate the nontrivial connection between the phyllotactic lattice, namely the lattices of auxin maxima and the corresponding surface deformations and tilings.

3.6. Four cases

Now that we have laid the groundwork, we proceed to some new results which accentuate the role that auxin can play in forming the plant surface and phyllotactic arrangements. We are guided by the graphs of the individual growth functions \( \sigma_m(j, m) \) and \( \sigma_g(k) \) and their corresponding surface deformations and tilings.

Case 1: Auxin dominates. In Fig. 4(a), we show the surfaces \( \sigma_g(j, m) \), \( \sigma_m(j, m) \) projected on the plane \( l = 0 \). The value of the PIN1 transport has reached the critical level \( H_c = 2 \) and the auxin distribution is about to become unstable to the wavenumber \( (l^2 + \frac{\pi^2}{L^2})^{1/2} = 1 \). The auxin fluctuation amplitudes \( B_j \) will be determined from (3.3b).

The corresponding surface deformation mode amplitudes \( A_j \) will be slaved to the auxin fluctuation amplitudes \( B_j \) by \( \zeta_m \sigma_m(j, m) A_j = -CB_j \). The surface deformation will look very similar to the auxin deformation.

Case 2: The compressive stress dominates. This is the opposite of case 1. For \( l = 0, \frac{\pi}{L} = 1 \approx \sqrt{L}, \sigma_m \) is about to cross-zero for the circumferential mode \( k_1 = (0, 1) \) so that \( m = \Gamma \). As we have shown in Shipman and Newell (2005), for \( \tau \) sufficiently large, the circumferential mode will be unstable to modes with nontrivial radial structures \( k_2 = (-l, \frac{\pi}{L}) \), \( k_3 = (l, \frac{\pi}{L}) \). The resulting \( 3/2 \)-whorl will drive the slaved auxin concentrations \( \zeta_g \sigma_g(0, m) B_1 = \beta C A_1 \), \( \zeta_g \sigma_g(0, \frac{\pi}{L}) B_j = \beta C A_j \), \( j = \frac{3}{2}, 3 \). Here, and in the following, we write \( \sigma_g(0, m) \) for \( \sigma(k_1) = (0, \frac{\pi}{L}) \).

Case 3: Cooperation. Linear resonance. From this case, we can also understand the outcomes of cases 1 and 2. Both growth functions \( \sigma_g(j, m) \) and \( \sigma_m(j, m) \) have maxima in common and the values of both PIN1 transport and the circumferential compressive stress are close to their critical values. Fig. 4(b) shows the projections of \( \sigma_m \) and \( \sigma_g \) on the plane \( l = 0 \). We examine this in Section 3.7.

Case 4: Cooperation. Nonlinear resonance. The two fields are also coupled through the nonlinear terms in Eqs. (3.2a) and (3.2b). In Section 3.8, we examine how this nonlinear coupling can lead to different lattice-planform combinations.

3.7. Anatomy of an N-whorl. Cooperation, linear resonance

We now illustrate these ideas by examining the transition between cases 1 and 3. We investigate the anatomy of an \( N \)-whorl phyllotactic pattern as the in-surface induced compressive stress \( P \) increases from a value for which \( \sigma_m = -0.5 \) to 0. The change in-surface geometry is dramatic (Fig. 6).

By an \( N \)-whorl we mean a phyllotactic lattice pattern in which primordia form in groups of \( N \) elements equidistant from the center of the plant, equidistant to each other, and offset by an angle \( 2\pi d_0 = \frac{2\pi}{N} \) from the previously formed primordia. \( N \)-whorls are produced by the wavevector choices \( k_{2N} = (0, \frac{2\pi}{N}), k_{N} = (l, -\frac{2\pi}{N}), k_{-N} = (-l, -\frac{2\pi}{N}) \) for \( l = \frac{\sqrt{3}}{2} \) (see Shipman and Newell, 2005). We imagine that auxin is the main instigator of the phyllotactic system and choose \( m = \Gamma = 2N \) and \( \sigma_g(0) = 0 \) so that the three modes are \( k_{2N} = (0, 1), k_{N} = (l, -\frac{1}{2}), k_{-N} = (-l, -\frac{1}{2}) \). We begin by taking \( \beta = 0 \) so that growth is unaffected by local stress changes. In this case, there is an exact hexagonal solution \( |B_{2N}| = |B_{N}^+| = |B_{N}^-| = b \) for (3.3b). We then calculate the corresponding amplitudes \( A_{2N}, A_{N}^+, A_{N}^- \) for the surface deformation. We take \( \sigma_m(l, -N) = \sigma_m(-l, -N) = -0.5 \) and examine the ratios \( \frac{|A_{2N}^+|}{|A_{2N}|} = \frac{|A_{N}^+|}{|A_{2N}|} = \frac{|A_{N}^-|}{|A_{2N}|} = 1 \), and the surface deformation has the same hexagonal shape as that of the auxin concentration field. But, as \( \sigma_m(0, 2N) \) approaches zero, the mechanical buckling instability takes on a life of its own. The surface deformation amplitudes are no longer linearly slaved to the auxin concentration field, but involve their nonlinear terms in (3.3a). We note that, as \( \sigma_m(0, 2N) \) evolves from \(-0.5 \) to 0, the above ratio of amplitudes decreases from 1 to 0.25. The resulting surface deformation is strongly ridge-like (see Fig. 6). This pattern continues as we increase the coupling of stress and growth by increasing \( \beta \) from zero to finite values. The results are shown in Fig. 5(a), and the plant surface and phyllotactic lattice for \( N = 6 \) are drawn in Fig. 6. We note the following very important conclusion. For \( \sigma_m(0, 2N) = -0.5 \), strongly negative, the ratios

\[
\frac{|A_{2N}^+|}{|A_{2N}|} = \frac{|A_{N}^+|}{|A_{2N}|} = \frac{|A_{N}^-|}{|A_{2N}|} = 1,
\]

and the surface deformation has the same hexagonal shape as that of the auxin concentration field. But, as \( \sigma_m(0, 2N) \) approaches zero, the mechanical buckling instability takes on a life of its own. The surface deformation amplitudes are no longer linearly slaved to the auxin concentration field, but involve their nonlinear terms in (3.3a). We note that, as \( \sigma_m(0, 2N) \) evolves from \(-0.5 \) to 0, the above ratio of amplitudes decreases from 1 to 0.25. The resulting surface deformation is strongly ridge-like (see Fig. 6). This pattern continues as we increase the coupling of stress and growth by increasing \( \beta \) from zero to finite values. The results are shown in Fig. 5(b,c). Again, as \( \sigma_m(0, 2N) \) approaches zero, the surface deformation is more ridge-like although the parameter \( \beta \) means that the local stress and growth are more strongly coupled at the linear level.
Thus, it is not at all contradictory for plants to display a phyllotactic lattice configuration (the arrangement of phylla on the surface) which is very different in appearance from the surface deformation. The auxin concentration and surface deformation fields share the same geometry (the same \( \mathbf{k} \)'s), but their amplitude ratios are different.

In the simulations of Figs. 5 and 6, the curvature parameter \( C \) is taken to be \( C = 0.3 > 0 \). Positive (respectively negative) \( C \) correspond to a convex (respectively concave) apical meristem and \( C = 0 \) to a flat apical meristem. Without the coupling to an auxin field, we found in Shipman and Newell (2005) that \( C < 0 \) is required for positive amplitudes \( A_j \) of the surface deformation; for \( C > 0 \) the mechanical energy-minimizing amplitudes \( A_j \) were found to be negative, and the resulting surface deformation is one in which the centers of the phylla are the minima, not the maxima of the surface. In the simulations reported here, the positive amplitudes \( B_j \) allow for stable solutions with \( A_j > 0 \) even with \( C > 0 \). This is important, since although \( C \) might indeed be negative in many cactus meristems, most plant meristems are convex.

3.8. Cooperation. Nonlinear resonance

In Shipman and Newell (2004, 2005), we showed that, as the plant grows, its phyllotactic pattern is governed by overlapping triads \( \tilde{k}_m, \tilde{k}_n, \tilde{k}_{m+n}, \tilde{k}_{m+2n}, \ldots \) whose circumferential wavenumbers are sequential members of the Fibonacci sequence (see Remark 9). We now reexamine this scenario when both mechanical buckling and auxin redistribution processes are in play. The new result again illustrates the importance of amplitudes in determining what is observed. We choose the simple case \( \beta = 0 \) so Eqs. (3.3b) for the biochemical amplitudes \( B_j \) decouple from the mechanical amplitudes \( A_j \). The energy \( \mathcal{E}(A_j, B_j) \) in (3.11) does not apply when \( \beta = 0 \), but the \( B_j \)-amplitude equations are the variations \( \frac{d \beta_j}{d \tau} = - \frac{\pi}{\beta_j} \mathcal{E}_B \) of the energy

\[
\mathcal{E}_B(B_j) = - \sum \sigma_j(\tilde{k}_j) B_j B_j^* - \kappa \sum (B_j^* B_{p} B_q + B_j B_{p} B_q) + \frac{3}{2} \delta \sum \beta B_j B_j^* + 6 \delta \sum (B_j B_{p} B_{p}^* B_{p}). \tag{3.12}
\]

\( \mathcal{E}_B(B_j) \) is the limit of \( \beta \mathcal{E}(A_j, B_j) \) as \( \beta \) tends to zero. This energy only applies for the symmetric case \( \kappa = \kappa_{pq} = \kappa_{mp} = \kappa_{nq} = \kappa \). We will allow for wavevector choices for which this condition does not hold, and to solve the equations we approximate the coefficient \( \kappa_{pq} \) by a constant \( \kappa \). Our strategy, then, is to find an \( \mathcal{E}_B \)-energy-minimizing choice of wavevectors \( \tilde{k}_j \) and corresponding amplitudes \( B_j \). These values of \( \tilde{k}_j \) and \( B_j \) are then used in the \( A_j \)-amplitude equations (3.3a) to find the amplitudes \( A_j \). Physically, this corresponds to an auxin-transport instability determining a patterned, nonuniform stress state which can then lead to a buckling instability with the same underlying phyllotactic lattice (encoded in the choice of \( \tilde{k}_j \)), but possibly a different amplitude distribution and therefore different tiling planform.

In contrast to the previous discussion of whorls, we now allow for multiple triads of wavevectors favored by the nonlinear interactions. We include the eight wavevectors...
of the sphere for Fig. 5(a)), the auxin distribution is plotted in the third row together with Fig. 5(a)). The auxin distribution is plotted in the third row together with Fig. 6. The surface deformation and auxin distribution corresponding to the experiments of Fig. 5(a). In the top two rows, the deformation $w = A_0^L \cos (b + 6x) + A_0^L \cos (-b + 6x) + A_{12}^L \cos (12x)$ is plotted as a deformation of the sphere for $A_0^L / A_{12}^L = \frac{1}{2}$ (first column, corresponding to $\sigma_m = 0$ in Fig. 5(a)), $A_0^L / A_{12}^L = \frac{3}{2}$ (second column, corresponding to $\sigma_m = -\frac{1}{2}$ in Fig. 5(a)) and $A_0^L / A_{12}^L = 1$ (third column, corresponding to $\sigma_m = -\frac{1}{2}$ in Fig. 5(a)). The auxin distribution is plotted in the third row together with the surface deformation and in the center of the fourth row by itself; plotted is $g = B^L_1 \cos (b + 6x) + B^L_3 \cos (-b + 6x) + B_{12}^L \cos (12x)$ with $B^L_1 = B^L_3 = B_{12}$. Pictured also in the fourth row are plants that show similar surface deformations.

\[
\mathbf{\hat{\mathbf{k}}}_3, \mathbf{\hat{\mathbf{k}}}_5, \mathbf{\hat{\mathbf{k}}}_8 = \mathbf{\hat{\mathbf{k}}}_3 + \mathbf{\hat{\mathbf{k}}}_5, \mathbf{\hat{\mathbf{k}}}_{13} = \mathbf{\hat{\mathbf{k}}}_5 + \mathbf{\hat{\mathbf{k}}}_8, \mathbf{\hat{\mathbf{k}}}_{21} = \mathbf{\hat{\mathbf{k}}}_8 + \mathbf{\hat{\mathbf{k}}}_{13}, \mathbf{\hat{\mathbf{k}}}_{34} = \mathbf{\hat{\mathbf{k}}}_{13} + \mathbf{\hat{\mathbf{k}}}_{21}, \mathbf{\hat{\mathbf{k}}}_{55} = \mathbf{\hat{\mathbf{k}}}_{21} + \mathbf{\hat{\mathbf{k}}}_{34}, \mathbf{\hat{\mathbf{k}}}_{89} = \mathbf{\hat{\mathbf{k}}}_{34} + \mathbf{\hat{\mathbf{k}}}_{55}, \text{ where} \\
\mathbf{\hat{\mathbf{k}}}_3 = \left(\frac{2\pi}{\lambda_0} (1 - 3d_0), \frac{3}{T}\right), \quad \mathbf{\hat{\mathbf{k}}}_5 = \left(\frac{2\pi}{\lambda_0} (2 - 5d_0), \frac{5}{T}\right).
\]

For a given choice of $\Gamma$ and $H$ slightly above critical, we find the values of the divergence angle $2\pi d_0$ and plastochrone ratio $\lambda_0$ and the amplitudes $B_1, B_3, \ldots, B_{89}$ that minimize the energy (3.12). For $\Gamma \approx 19$ and $H = 2.4 = H_1 + 0.4$, we find $d_0 = 0.3816$ (close to the golden angle $2\pi d_0 = 2\pi(0.3819662\ldots)$) and the amplitudes $B_1$ graphed in Fig. 7. These values and Eq. (3.3a) then determine the amplitudes $A_j$, and the surface deformations are graphed in Fig. 8.

Of particular interest is the parameter $L = \frac{\lambda_4}{\lambda_m}$ measuring the ratio of natural biochemical $A_\varnothing$ and mechanical $A_m$ wavelengths. For $L = 1$, the amplitudes $A_j$ match the amplitudes $B_j$; in both cases, the amplitude corresponding to angular wavenumber $n = 13$ is the largest; see Fig. 7. This results in a configuration of diamond-shaped phylla as shown in Fig. 8(a,c). For $L = 5$, the favored biochemical
wavelength is $\sqrt{5}\approx 1.5$ times the favored mechanical wavelength, and the amplitudes $A_j$ are maximized at angular wavenumber $n = 21$. The resulting surface deformation is that of elongated (relative to the case $L = 1$) diamond-shaped phylla. These results are robust and not sensitive to the choice of parameters $\delta, \gamma, \kappa$, and $C$.

4. Discussion

In this paper, we have shown that existing models for the two proposed mechanisms for phyllotactic pattern formation—auxin transport and mechanical buckling—have governing equations that are very similar in form but differ in the interpretation of parameters. Both sets of equations determine an instability to periodic deformations of a given natural wavelength as a bifurcation parameter—either the auxin-transport parameter $H$ or the compressive stress $P$—increases above a critical value. And, both models are accessible to analysis by the reduction to amplitude equations that are universal in form but contain information about the microscopic mechanism in their coefficients. In particular, the coefficients $s_n$ and $s_m$ of the linear terms in the amplitude equations determine the set of active modes that participate in the determination of the pattern, whereas the coefficients $\kappa_{pqr}$ and $\tau_{pqr}$ of the quadratic terms bring into play triad interactions that are important for the formation of lattice structures.

The universal form of the amplitude equations highlights the fact that the results of any model must be interpreted with care. As emphasized in the introduction, it is not enough to obtain results that mimic real plants; the results must lead to testable predictions and determination of key parameters or combinations of parameters. What predictions result from our combined auxin-mechanical model? Let us review the results. The coupling between mechanics and biochemistry can be either passive or active and involve both linear and nonlinear terms in the equations. Therefore, different outcomes involving the relationship between the chosen phyllotactic lattice and the corresponding planform are possible.

Cases 1/2: If either auxin transport or compressive stress dominates as the critical instability-driving mechanism, then that mechanism determines the phyllotactic lattice (the wavevectors $\vec{k}_j$) and also the corresponding amplitudes. The amplitudes for the other mechanism are slaved and match those of the dominant mechanism. The dominant mechanism therefore determines both the phyllotactic lattice and the tiling planform.

Case 3: If the compressive stress and auxin-transport parameters $P$ and $H$ are both near critical, cooperation between the two mechanisms can occur through the linear terms in the equations. The resulting surface deformation is that of elongated (relative to the case $L = 1$) diamond-shaped phylla. These results are robust and not sensitive to the choice of parameters $\delta, \gamma, \kappa$, and $C$.

Case 4: The cooperation between the two mechanisms may occur through the nonlinear terms in the equations. This results in Fibonacci-like planforms which involve multiple triads of wavevectors driven by the nonlinear terms. Key to understanding the relation between the phyllotactic lattice and the tiling planform is the parameter $L = \frac{A_3}{A_2}$, giving the ratio of biochemical to mechanical natural wavelengths. We show in Fig. 8 how diamond-shaped phylla or elongated diamond phylla are preferred depending on how close $L$ is to 1. For $L = 1$, we are close to a linear resonance.

The relative sizes of the parameters $P$ and $H$ and their proximity to their critical values thus distinguishes between cases 1/2, in which one mechanism dominates, and the cooperative cases 3/4. Nonlinear cooperation (case 4) and the related diamond-shaped planforms are favored by large quadratic coefficients $\tau_{pqr}$ and $\kappa_{pqr}$ which bring in the nonlinear interactions. The mechanical coefficient $\tau_{pqr}$ is proportional to the curvature of the buckling surface; one expects therefore a larger nonlinear effect on a more curved apical meristem. The biochemical quadratic coefficient $\kappa_{pqr}$ is, in general, not symmetric over permutations of $j, p, q$ due to the fact that the biochemical system is not the gradient of an energy. However, for certain wavevector choices, including those that are associated with $N$-whorl configurations, $\kappa_{pqr}$ is symmetric and the system is then gradient. In our simulations, we approximated $\kappa_{pqr}$ by a constant and therefore studied a gradient system, but a deeper understanding of the role of a nongradient system in determining the choice of pattern is desired. Still lacking is an understanding the relationship between gradient or non-gradient PDE models and the energy-landscape approach to phyllotaxis central to the work of Levitov (1991a, b), Douady and Couder (1996a, b), Atela et al. (2002), and Hotton et al. (2006).

We should also comment on how the continuum approximation developed here can complement the discrete model of Jónsson et al. A discrete model has the advantage of directly capturing the fact that cells are discrete objects. One consequence of going to a continuum model is that we need to introduce a cubic saturation term and parameter $\delta$ into the amplitude equations to achieve finite-amplitude solutions. In the discrete model, it is enough to assume that there is fixed amount of total auxin to prevent an infinite amount of auxin from accumulating in a cell. However, Jónsson et al. also note that their simulations tend not to give stable patterns. It is not clear from the discrete model if this is due to how the cells are connected or if the model is nongradient. Both effects may be important, but our continuum approximation reveals that the model is nongradient due to the asymmetry of the quadratic coefficient as a function of the wavevectors. There is no reason to expect that a biochemical mechanism would be gradient, but the form of the quadratic terms in the discrete model (coming from the relation (2.6)) still needs experimental justification. We note that Heisler and Jónsson (2006)
introduced the effects of an additional chemical to produce stable patterns; alternatively they could have modified the system to make it gradient.

The continuum approximation has two main advantages. First, as discussed above, it reveals the universality in the form of the suggested model and the presence of quadratic terms which produce triad interactions. Note that Smith et al. (2006) choose a quadratic dependence of auxin flux on auxin concentration to give optimal control over spacing of primordia in their model. This quadratic dependence is not based on experiment, but rather on designing a model that gives optimal results. Secondly, the continuum approximation allows one to identify the combinations of parameters that contribute to the coefficients of the linear or quadratic terms in the equations. As previously mentioned, it is not reproducing patterns, but identifying the coefficients that change the competition between various patterns that distinguishes between a model that only contains the correct symmetries of the physical problem and a model that is based on the right microscopic details. These coefficients have not been identified in the model of Smith et al., for example, who note that many parameters need to be changed to go from one pattern to another.

We have suggested that models of phyllotaxis must be able to account not only for the phyllotactic lattice, but also for the corresponding tiling planforms. And, our model shows the potential for various tiling planforms with a single underlying lattice. The relation between lattice and planform has, however, not received much attention in the biological literature. Williams (1975), following Richards (1951) observes that the same phyllotactic lattice may be interpreted as one that exhibits, for example, families of five and eight spirals if the phylla are circumferentially elongated, or as one that exhibits families of eight and 13 spirals if the phylla are radially elongated. It is important to extend these observations to the shapes of primordia in the generative region.

An understanding of the relationship between lattice and tiling shape is further complicated by the fact that part of the phyllotactic pattern may be set before one actually observes the deformation of the surface. The development of a primordium, from the initial determination of sites of elevated auxin concentration, to the development of a well-defined unit, includes many biochemical and biophysical processes operating at different length and time scales. In this paper, we have considered only two of these processes. The universality of the governing equations, however, suggests that similar sets of coupled equations, differing in the physical interpretation of the parameters, may describe other biochemical or mechanochemical interactions.

The presence of compressive stress in the tunica of the generative region has only been shown in sunflowers. In our model, a mechanical instability is possible if the pressure $P$ of the uniform compressive stress is well below critical, and, in fact, for large enough $B_y$, even if $P$ is zero or negative. Thus, even if the plant cell walls are generally under tension, mechanics may play a role in patterning. A similar scenario is suggested by Fleming (2006). Stress could also play a role directly in the PIN1-auxin interaction. Note that the experimental evidence that auxin up-regulates PIN1 orientation is weak; this is concluded from the fact that PIN1 is oriented towards primordia centers, where there is a larger auxin concentration. PIN1 could also be regulated by stress as the stress state differs in primordium centers.

The simulations in this paper were made for a fixed value of the nondimensionalized meristem radius $\Gamma$. We have discussed, however, how the choice of whorl or Fibonacci-spiral patterns is influenced by the bias of previously formed configurations on newly forming configurations and the importance of transitions between patterns as $\Gamma$ changes. How transitions can be understood in an amplitude-equation approach is discussed in our previous work with a mechanical model (Shipman and Newell, 2005; Newell and Shipman, 2005). Understanding the effects that cooperation between mechanics and biochemistry can have on transitions between patterns will be the subject of future work.
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