Periodic occurrence of chaotic behavior of homoclinic tangles
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A B S T R A C T

In this article, we illustrate, through numerical simulations, some important aspects of the dynamics of the periodically perturbed homoclinic solutions for a dissipative saddle. More explicitly, we demonstrate that, when homoclinic tangles are created, three different dynamical phenomena, namely, horseshoes, periodic sinks, and attractors with Sinai–Ruelle–Bowen measures, manifest themselves periodically with respect to the magnitude of the forcing function. In addition, when the stable and the unstable manifolds are pulled apart so as not to intersect, first, rank 1 attractors, then quasi-periodic attractors are added to the dynamical scene.
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1. Introduction

As complicated dynamical objects, periodically perturbed homoclinic solutions have been studied extensively in history. They are among the few that have occupied the center stage of chaos theory since the time of Henry Poincaré [1–4]. Literature studies on rigorous mathematical analysis and on numerical simulations are numerous and it is too vast a subject to be systematically reviewed here. For previous results and the related history we refer the reader to [5–9] and the references therein.

In this paper, we illustrate, through numerical simulations, some of the important findings of a recent dynamics theory [10,11]. This theory is applicable to a class of second-order systems with homoclinic solutions to a dissipative saddle point. The conclusions from [10,11] that are to be verified are as follows:

(I) (Dynamical objects) When homoclinic tangles are created by time-periodic perturbations, there are three main dynamical scenarios competing in the space of forcing parameters:

(a) (the transient tangle) there exist open sets of parameters such that the entire homoclinic tangle is a uniformly hyperbolic horseshoe of infinitely many symbols;
(b) (the non-chaotic tangle) there exist open sets of parameters such that the homoclinic tangle admits periodic sinks; and
(c) (the chaotic tangle) there exist positive measure sets of parameters such that the homoclinic tangle admits Sinai–Ruelle–Bowen (SRB) measure [12–14].

(II) (Multiplicative periodicity) Let T be the period of the forcing function in time, β be the positive eigenvalue of the perturbed saddle, and µ be the magnitude of the forcing. The theory of [11] claims that there is a well-defined pattern for the occurrences of the three dynamical scenarios of (I); and this pattern materializes over every µ-interval (µ1, µ2) satisfying µ2/µ1 ≈ eβT, repeating infinitely many times as µ → 0.

(III) (Rank 1 attractors) When the stable and the unstable manifolds of the perturbed saddle are pulled apart, the dynamical behavior manifests itself in three different forms, again competing in the parameter space:

(1) (the non-chaotic attractor) there are open sets of parameters such that the attractors admit periodic sinks, and
(2) (the rank 1 attractor) there are positive measure sets of parameters such that the attractors are rank 1 attractors [15–17] with SRB measure, and fully stochastic behavior;
(3) (Hénon-like attractors) there are also Hénon-like attractors [18] associated with transversal homoclinic tangency of the stable and unstable manifolds of the periodic saddle.

(IV) (Quasi-periodic attractors) If the stable and the unstable manifolds of the perturbed saddle are pulled further apart, then there exist attractive tori in the extended phase space made of solutions of two frequencies. Of those two frequencies, one is the frequency of the forcing function, and the other depends sensitively on µ and other parameters.

(I) (a)–(c) and (IV) have been previously encountered in a sporadic fashion in numerical simulations. (II) and (III), on the other hand, are completely new. For precise definitions of various dynamical terms used in the statements above, we refer the reader to a recent tutorial paper [19].

Physical measures [20] are dynamical objects that dictate the asymptotic statistics of a collection of positive Lebesgue measure
sets of orbits in phase space. Attractive quasi-periodic tori and periodic sinks induce physical measures representing stable dynamics. SRB measures, on the other hand, are physical measures representing chaotic dynamics. Saddles and horseshoes, generally speaking, do not support physical measures because the collection of orbits that they attract has zero Lebesgue measure. It is important to note that, of the dynamical behaviors stated in (I) above, only (I)(b) and (I)(c) represent physical measures.

In this article, we adopt the probabilistic point of view that, if numerical integrations of a solution starting from a given initial condition result in an asymptotically stable distribution, it will likely lead us to a physical measure. We also adopt a similar probabilistic point of view that, when a parameter is involved, the kinds of physical measures observed will likely be supported by a parameter set of positive Lebesgue measure.

2. System under study

We start with an autonomous ordinary differential equation defined on the plane:

\[ \frac{d^2q}{dt^2} - q + q^3 = 0. \]

(1)

Defining \( p = dq/dt \), we assume that Eq. (1) has a saddle fixed point \( X^* = (q, p) = (0, 0) \) and a solution \( \ell(t) = (a(t), b(t)) \) such that \( \lim_{t \to \pm \infty} \ell(t) = X^* \). \( \ell(t) \) is a homoclinic solution to \( X^* \) (see Fig. 1(a)).

Next, we add a nonlinear damping term to Eq. (1) to form a new autonomous equation

\[ \frac{d^2q}{dt^2} + (\lambda - \gamma q^2) \frac{dq}{dt} - q + q^3 = 0, \]

(2)

where \( \lambda, \gamma > 0 \) are parameters, \( q, p = (0, 0) \) is now a dissipative saddle. Let \( \lambda = \lambda_0 > 0 \). Then, for \( \lambda_0 \) sufficiently small there exists a \( \gamma = \gamma_0 > 0 \) uniquely determined by \( \lambda_0 \) such that Eq. (2) has a homoclinic solution as depicted in Fig. 1(a). Although \( \lambda_0 \) small was assumed for a rigorous proof [11], it is readily verified by numerical simulations that homoclinic solutions exist for much larger values of \( \lambda \).

Then, we add a time-periodic forcing to Eq. (2) to obtain

\[ \frac{d^2q}{dt^2} + (\lambda - \gamma q^2) \frac{dq}{dt} - q + q^3 = \mu \sin \omega t, \]

(3)

where \( \mu \) is a parameter representing the magnitude of the forcing, and \( \omega \) is the forcing frequency. It is well-known that the addition of such a time-periodic forcing in Eq. (3) leads to homoclinic tangles and chaotic dynamics (see Fig. 1(b)). What we intend to illustrate here is that the dynamical objects of I(a)–(c) repeat themselves periodically with respect to the forcing magnitude \( \mu \).

### 3. Simulation results

In this section, the results of the numerical simulations for Eq. (3) regarding the behavior described in (I)–(IV) of Section 1 are presented. The numerical simulations are performed using the fourth-order Runge–Kutta integration routine with a fixed step size.

#### 3.1. Simulation procedure

The starting point is finding a pair of \((\lambda_0, \gamma_0)\) such that the unforced system of Eq. (2) admits a homoclinic orbit. Then, Eq. (3) is integrated for the solutions in the neighborhood of the unperturbed homoclinic orbit. The following steps outline the simulation approach taken in obtaining the numerical results of this section:

1. Arbitrarily pick a \( \lambda_0 > 0 \), and select an initial position \((q_0, p_0)\), say \( q_0 = 0.01, p_0 = 0 \), and integrate Eq. (2) to find the corresponding value of \( \gamma_0 \) for Fig. 1(a). The desired accuracy on the corresponding \( \gamma_0 \) value is achieved using a bi-sectional approach by observing the point where the solution switches from the positive \( q \)-side to the negative \( q \)-side. For our purposes, a 12-digit accuracy on \( \gamma_0 \) is found to be sufficient.

2. Substitute the above-found parameter values into Eq. (3) along with a fixed value of \( T \), the period of the forcing function.
3. Vary \( \mu \) and the initial time \( t_0 \), and for each fixed combination of \( \mu \) and \( t_0 \), integrate Eq. (3) to compute the corresponding solution. According to the theory of [11], the structure of the homoclinic tangle is best revealed by the solutions for different initial times \( t_0 \). With \((q_0, p_0)\) fixed throughout, the initial time \( t_0 \) is run over the interval \([0, T]\), and the simulation results are compared to the predictions given in Section 1.

It is important to note that using a different initial phase position \((q_0, p_0)\) does not change the qualitative nature of the simulation results, provided that it is inside of, and reasonably close to the homoclinic loop of Fig. 1(a). For the cases of (III) and (IV), we adjust the parameter \( \gamma \) to keep the stable and unstable manifolds of \( X^* \) separated.

The results presented in this section are obtained for the parameter values given in Table 1. Note that, for each of the \((\lambda_0, \gamma_0)\) pair given in Table 1, Eq. (2) has a homoclinic loop.

### 3.2 Simulation results on (I)

In this subsection, we present sample plots for the dynamical objects listed in (I) of Section 1. As mentioned before, all parameters except \( \mu \) and \( t_0 \) are fixed. The simulations of this subsection are conducted for a single set of parameter values from Table 1, namely \((\lambda_0, \gamma_0, T) = (0.5, 0.577028548901, 1.0)\). With these selected values, Eq. (3) is numerically integrated to produce a data set for the solution \((q_{\mu, t_0}(t), p_{\mu, t_0}(t))\) satisfying \((q_{\mu, t_0}(t_0), p_{\mu, t_0}(t_0)) = (q_0, p_0)\). Sufficient transient time is allowed for the solutions to be pushed onto the homoclinic tangles. Then, the data points for one discrete orbit of the time-\( T \) map are used to plot the following:

(a) \((q_{\mu, t_0}(kT), p_{\mu, t_0}(kT))\) on the \((q, p)\)-plane for \( k \in \mathbb{N}^* \).
(b) \((k, q_{\mu, t_0}(kT))\) (the redundancy of plotting \((k, p_{\mu, t_0}(kT))\) is omitted here).
(c) The Fourier spectrum of \(q_{\mu, t_0}(kT)\).
All simulation results fall into one of the three types below: (Ia) Transient tangles. One such instance occurs for $\mu = 7 \cdot 10^{-7}$. When $t_0$ is run over $[0, 1]$ with $\Delta t_0 = 0.001$, simulations show that all solutions pass the homoclinic tangle rather quickly to reach the negative $q$-side. Here, we have a transient tangle that contains no physical measures.

(Ib) Non-chaotic tangles. Solutions for some $t_0 \in [0, 1)$ stay on the positive $q$-side for all $t$ and they all catch periodic sinks. One such instance is obtained for $\mu = 5.92 \cdot 10^{-4}$, $t_0 = 0.1$ as illustrated in Fig. 2.

(Ic) Chaotic tangles. There are again cases of $t_0 \in [0, 1)$ such that the solutions stay on the positive $q$-side for all $t$. However, the dynamical objects caught in this case are the Hénon-like attractors associated with transversal homoclinic tangency. An instance of this case is illustrated in Fig. 3 for $\mu = 3.95 \cdot 10^{-3}$, $t_0 = 0.1$.

3.3. Simulations results on (II)

In this subsection we illustrate that the three dynamical scenarios, (Ia)-(c), of Section 1 repeat themselves in a fixed pattern that is periodic in $\ln \mu^{-1}$ as $\mu \to 0$. The theoretical prediction of the period in $\ln \mu^{-1}$ from [11] is $1/T$ where $T$ is the period of the applied forcing and $\beta$ is the unstable eigenvalue. Hence, the multiplicative period for a given $\mu$-cycle $[\mu_k, \mu_{k+1}]$ is found to be

\[ P = \frac{\mu_{k+1}}{\mu_k} \approx e^{\beta T}. \]  

To illustrate this multiplicative periodicity of $\mu$, the simulation results of this subsection are presented in a tabular fashion. Tables 2 and 3 are obtained for $(\lambda_0, y_0) = (0.5, 0.577028548901)$ with $T = 1, 2, \ldots$. Tables 4 and 5 are obtained for $(\lambda_0, y_0) = (1.0, 1.122987493358)$ and $T = 1, 2, \ldots$.
Fig. 3. An example of a chaotic tangle for $\mu = 6.2 \times 10^{-6}$, $t_0 = 1.7$, and $T = 1$.

Fig. 4. A rank 1 attractor for $\mu = 2.733 \times 10^{-3}$, $\rho = 1.5 \times 10^{-5}$. 
Fig. 5. A weak rank 1 attractor for \( \mu = 2.733 \times 10^{-3}, \rho = 2.5 \times 10^{-5} \).

Fig. 6. Transition to quasi-periodic attractors, \( \mu = 2.733 \times 10^{-3}, \rho = 1.4 \times 10^{-4} \).
and compute, for a given $T$, the multiplicative ratio $P \approx e^{\beta T}$.

Note that since the periodicity is for the 1D singular limit of the return map $R$ in [11], a slight deviation from $P$ is expected for the corresponding ratio obtained from numerical simulations. 

(b) Fix the initial conditions at $(q_0, p_0) = (0.01, 0.0)$, and arbitrarily pick a $\mu_0 \in [10^{-3}, 10^{-4}]$. The end-of-cycle $\mu$ value is approximated by letting $\mu_1 \approx P \mu_0$.

(c) Then, integrate Eq. (3) for a fixed $\mu \in [\mu_0, \mu_1]$ by varying $t_0$ over $t_0 \in [0, T)$ with $\Delta t_0 = 0.001$ to determine the type of the observed dynamical object. All simulation results fall into one of the following three types:

(i) All computed solutions reach the negative $q$-side. Here, a transient tangle is recorded.

(ii) There is at least one $t_0 \in [0, T)$ for which the solution remains on the positive $q$-side for all $t$, and the plots of all such solutions look like that of Fig. 2. Here, a non-chaotic tangle is recorded.

(iii) There is at least one $t_0 \in [0, T)$ for which the solution remains on the positive $q$-side for all $t$, and the plots of such solutions look like that of Fig. 3. In this case, a chaotic tangle (a Hénon-like attractor) is recorded.

(d) Then, this process is repeated to cover other $\mu$-intervals. In Tables 2–5, only the transitional $\mu$-values where the dynamics changes from one type to another are listed in the $\mu$-column. For example, in Table 2, for all $\mu \in [7.6 \cdot 10^{-4}, 7.28 \cdot 10^{-4})$, we have non-chaotic tangents, and for all $\mu \in [7.28 \cdot 10^{-4}, 3.57 \cdot 10^{-4})$, we have transient tangents.

The values in the actual ratio column are computed by taking the inverse of the ratio of the $\mu$ value for one behavior type within the current cycle to the $\mu$ value for the same behavior type of the previous cycle. The last column, frequency of occurrence, is computed by taking the ratio of the $\mu$-range for a given behavior type to the whole $\mu$-range for the same cycle. It indicates the relative measure of the set of $\mu$-values for each behavior type within a $\mu$-cycle. In other words, if a given row has 94.2% for the behavior type transient tangle, then the simulations will result in a transient tangle for 94.2% of the $\mu$ values within that cycle.

Remark. As shown in Tables 2–5, the values of $\mu$ for transient tangles occur much more frequently (>90% of the time) than the other two cases combined. Thus, with a random pick of a $\mu$ value, it is much more likely to hit a transient tangle. The theoretical estimate of the multiplicative ratio is used as a guide in our search for the other two types. It works quite well most of the time, and in a few unexpected cases, a slightly adjusted $\mu$ value always works. It can also be observed from these tables that the multiplicative ratios obtained from simulations are all reasonably close to the value predicted by the theory.

3.4. Simulation results on (III) and (IV)

In this subsection, we present the simulation results for (III) and (IV) of Section 1. First, we rewrite the parameter $\gamma$ in Eq. (3) as

$$\gamma = \gamma_0 - \mu \rho$$

where $\gamma_0$ is the corresponding parameter value for $\lambda_0$ as given in Table 1, $\mu$ is the magnitude of forcing as before, $\rho$ is a new parameter used to control the value of $\gamma$. Let $W^u$ and $W^s$ be the stable and the unstable manifolds of the perturbed periodic solution from $q(t) = 0$. In order for (III) and (IV) of Section 1 to appear it is required that $W^u \cap W^s = \emptyset$. $\rho$ is the parameter used to adjust the distance between $W^u$ and $W^s$. 

![Fig. 7. A deformed quasi-periodic attractor for $\mu = 2.733 \times 10^{-3}, \rho = 1.5 \times 10^{-4}$.](image)
The numerical simulations of this section are conducted for a single $\mu$ value with

\[
(\lambda_0, \gamma_0) = (1.0, 1.122987493358)
\]

\[
T = 1.0
\]

\[
(q_0, p_0) = (0.01, 0.0)
\]

\[
\mu = 0.002733.
\]

With the parameter values given in Eq. (7), Eq. (3) is integrated for different values of $\rho$ and different initial times $t_0 \in [0, T]$. By varying $\rho$, the distance between $W^s$ and $W^u$ is adjusted, and the orbits integrated demonstrate the behavior specified in (III) and (IV) of Section 1. As before, we will present the result of individual simulations by plotting (a) one orbit for the time-$T$ map in the $(q, p)$-space, (b) the time evolution of the $q$-component of the same orbit, and (c) the frequency spectrum for the $q$-component.

We verify, numerically, that there exists a $\rho_0 > 0$ such that for $0 \leq \rho < \rho_0$, $W^s$ and $W^u$ intersect transversally. For these $\rho$ values, we are still in the case of homoclinic tangles, and thus, the observed dynamical phenomena are still those of (I)(a)–(c). This implies that there are values of $t_0 \in [0, T]$ for which the solutions starting from $(q_0, p_0)$ at $t_0$ pass through the homoclinic tangle to reach the negative $q$-side. For $\rho > \rho_1$, $W^s$ and $W^u$ are pulled apart. For $\rho$ larger than but close to $\rho_1$, the behavior of the system of Eq. (3) can be that of a non-chaotic attractor admitting sinks, or that of a Hénon-like attractor, or that of a rank 1 attractor with SRB measures and full stochastic behavior. In any case, for all $\rho > \rho_1$, no solution starting from $(q_0, p_0)$ at any given initial time $t_0$ will ever reach the negative $q$-side. As $\rho$ gets larger, the expansions in the time direction gradually diminish, causing all solutions to be attracted to a two-dimensional torus.

The simulation results for this subsection are as follows: At $\rho = 0$, we have a chaotic tangle with a Hénon-like attractor of Fig. 3. Further simulations show that between $\rho = 1.0 \cdot 10^{-6}$ and $8.5 \cdot 10^{-6}$, we have transient tangles. Between $\rho = 8.6 \cdot 10^{-6}$ and $9 \cdot 10^{-6}$, we have non-chaotic tangles with sinks. The value of $\rho$ appears to be in between $9 \cdot 10^{-6}$ and $9.1 \cdot 10^{-6}$. For $\rho = 9 \cdot 10^{-6}$, when $t_0$ is varied over $[0, T]$ with an increment of $\Delta t_0 = 0.01$, only four solutions (for $t_0 = 0.03, 0.33, 0.74, 0.87$) out of a total of one hundred reach the negative $q$-side, whereas for $\rho = 9.1 \cdot 10^{-6}$, out of a total of one thousand solutions obtained by setting $\Delta t_0 = 0.001$, none reaches the negative $q$-side.

From $\rho = 9.1 \cdot 10^{-6}$ to $9.7 \cdot 10^{-6}$, we obtain non-chaotic attractors dominated by sinks. It must be emphasized that, for $\rho \geq 9.1 \cdot 10^{-6}$, $W^s$ and $W^u$ are completely separated, and all solutions stay on the positive $q$-side forever. The plots of individual orbits are qualitatively the same as that of Fig. 2. However, we note that here we have a dynamical scenario completely different from the non-chaotic tangles of (I)(b) of Section 1. For the non-chaotic tangles of (I)(b), solutions for more than half of the $t_0 \in [0, T]$ values reach the negative $q$-side. But, in the current case, all solutions will stay on the positive $q$-side to catch a sink.

As $\rho$ is increased further, to values between $\rho = 9.8 \cdot 10^{-6}$ and $1 \cdot 10^{-5}$, we hit Hénon-like attractors similar to that of Fig. 3. We again caution that the current case is different from the corresponding case of (I)(c), because, now, the solutions for all $t_0 \in [0, T]$ remain on the positive $q$-side reflecting the fact that $W^u \cap W^s = \emptyset$.

For $\rho$ values between $1.1 \cdot 10^{-5}$ and $2.2 \cdot 10^{-5}$, we encounter rank 1 attractors. One such instance is shown in Fig. 4. The differences between Figs. 3 and 4 are striking. Unlike Fig. 3, Fig. 4 is no longer dominated by one periodic orbit, a fact that is also reflected in the continuous spectrum of Fig. 4(c).
At \( \rho = 2.3 \cdot 10^{-5} \) we again have a Hénon-like attractor. For \( \rho \in (2.4, 2.5) \times 10^{-5} \), we have what we call a weak rank 1 attractor. An orbit for \( \rho = 2.5 \cdot 10^{-5} \) is plotted in Fig. 5. This appears to be a transitional case, where an SRB measure and a weak sink coexist.

We have a case of non-chaotic sinks for \( \rho = 2.6 \cdot 10^{-5} \). In between \( \rho = 2.7 \cdot 10^{-5} \) and \( 2.9 \cdot 10^{-5} \), we again hit Hénon-like attractors, and for \( \rho \) values between \( 3 \cdot 10^{-5} \) and \( 1.3 \cdot 10^{-4} \), we have non-chaotic attractors with sinks. As \( \rho \) is further increased, a transition to quasi-periodic attractors occurs. Such a transitional case for \( \rho = 1.4 \cdot 10^{-4} \) is shown in Fig. 6. Another case for \( \rho = 1.5 \cdot 10^{-4} \) is shown in Fig. 7, where the quasi-periodic behavior is still seriously deformed. For \( \rho > 1.5 \cdot 10^{-4} \), quasi-periodic attractors appear to settle in. Such a case for \( \rho = 1 \cdot 10^{-5} \) is shown in Fig. 8 where the quasi-periodic behavior is more pronounced.

A brief summary outlining the qualitatively different behaviors that the system of Eq. (3) demonstrates with varying \( \rho \) is given in Table 6.

**Remark.** The difference between \( \rho_1 \) and the value of \( \rho \) where the quasi-periodic attractors first appear is \( \sim 10^{-4} \). Consequently, the corresponding measure for the parameter \( \gamma \) that is \( \approx \mu \cdot 10^{-4} \sim 10^{-10} \). Note that this measure would be even smaller for smaller \( \mu \) values. Therefore, it is not likely that one will observe the attractors illustrated in Figs. 4–6 through random searches without the theoretical guidance of [10].

4. Conclusions

In this paper, we have systematically studied, through numerical simulations, the complicated dynamics of periodically perturbed homoclinic solutions for a dissipative saddle. The majority of the dynamical phenomena discussed in this paper are new, and they are observed in numerical simulations under the guidance of a recent theory developed in [10,11].

Our simulations illustrated that, when the stable and the unstable manifolds of a dissipative saddle intersect transversally, the dynamical objects are of three main types. The first type is the transient tangles. These tangles contain no physical measures. The second type is the non-chaotic tangles. For tangles of this type, periodic sinks are the dominating dynamical object. The third type is the chaotic tangles. They admit Sinai–Ruelle–Bowen measures associated with Hénon-like attractors. These strange attractors are related to the tangential intersections of the stable and the unstable manifolds of the saddles from Smale's horseshoe. We remark that Smale's horseshoe exists in the dynamical behaviors of all three types mentioned above. Horseshoes, however, are not associated with any physical measure.

Our simulations also verified that, as \( \mu \to 0 \), the homoclinic tangles of the three types emerge periodically, repeating in an accelerated fashion with a multiplicative period that was analytically predicted in [11]. The actual multiplicative period computed from the simulation data matches the predicted value given by the theory of [11].

When the stable and the unstable manifolds of the dissipative saddle are pulled apart, our simulations confirmed that, before quasi-periodic attractors set in, there is a narrow window of parameters where we observe attractors of three types: namely, the non-chaotic type dominated by periodic sinks; the Hénon-like type; and the rank 1 attractors. Quasi-periodic attractors emerge as the stable and the unstable manifolds of the dissipative saddle are pulled further apart.

Through the theory of [10,11], we now know comprehensively what to expect in numerical simulations of periodically perturbed homoclinic solutions. It is also worth noting that the values of the magnitude of forcing employed in illustrating the above behaviors are between \( 10^{-3} \) and \( 10^{-7} \), much smaller than the values commonly used in numerical studies.
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