Polynomial Approximations and Power Series

June 24, 2016

1 Tangent Lines

One of the first uses of the derivatives is the determination of the tangent as a linear approximation of a
differentiable function f. By the definition of the deriviative

f(@) = @)

Tr — X

f'(xo) =

and thus
f(x) = f(zo) + f'(20)(x — 20) = p1(2).

Exercise 1. py(z9) = f(z) and p)(x0) = f'(x0)

2 Taylor Polynomials
The Taylor polynomial of degree 2
pa(z) = ap + a1 (z — xo) + az(x — mo)*

agrees at xg for f, f’, and f”(x). Taking derivatives,

p2(z) = ag+ai(x — x0) + az(z — z0)? p2(z0) = ao
ph(x) = a1 + 2az(z — x9) p2(x0) =ay
py(z) = 2a2 p2(z0) = 2a2
Thus,
1
ag = f($0)7 a1 = f/(xo) a2 = §f”(9€0)~

Exercise 2. Find the second order Taylor polynomial for sinx, e, In(zx + 1), and vVz + 1 at xg =0

If we continue, asking for a polynomial

pn(x) =ag+ar1(z —x0) + - +an(z —29)" = Zaj(;v — x))j
3=0



of degree n so that p, and its first n derivatives agree with the corresponding values for f and its iirst n
derivatives. Then, for the third derivative

fl//(xo) — l NI(ZEO),

[ (o) = p(wo) =3-2-1az a3 = 3

3-2-1
and the fourth derivative

1

1
1.3.9.1 — f(4)(20),

F@(x) =pP(zo) =4-3-2-1ag a4 = 1

fl//(xo) —
and, finally, for
1
f’(n) (330) :pg’l)(xo) = n!an ay = i'f(”)(xo)’
n!

Notice that the n + 1-st derivative of p,(z) is 0. Also, note that the value

ar = 73/ ® (o)
does not depend on n as long as k < n.
Exercise 3. Find the fourth order Taylor polynomial for sinz, Inx, and e* at xog =1
Exercise 4. Find the seventh order Taylor polynomial for sinx and e® at xy =0
Exercise 5. Approzimate sinw/3 using its seventh order Taylor polynomial.

We do not need to know a function explicitly to compute its Taylor polynomial. For example, if

Yy =2-2y, y(0)=1 (1)
Then,
Y= z-2, y'(0) = 0-2y(0) = -2
Y= 1-2 y(0)=1-2y/(0) = 1-2(~2)=5
y//I — _2y// y/I/(O) — _2y//(0) — _10
y//ll — _2y/ll y///I(O) — _2y1//(0) — 20

and the four order polynomial for y at g =0 is

5 5 5
1 + —233 — 5332 — gﬂfg + 61'4.

Based on the generalized mean value theorem, careful analysis of the Taylor polynomial shows that we
can obtain a bound on the error E,(x) between of the difference between p,,(z) and f(z), namely,

1Bu(@)] = @) = pu(@)] € gl ool

where M = max f("+1)(z) on the interval between o and .

Exercise 6. Find the solution to (1) and then find the fourth order polynomial for y at xo = 0 using this
solution.

Exercise 7. Give an estimate on the error term for p,(x) for f(z) = sinzx.



3 Power Series

The next question is: Can we continue this approximation indefinitely? Is

nf@) G)( ,
lim Z'fj]('xo)( J _ 2(:) Y 1‘0 _xo)ﬂfy(x)?
J

n—oo "

If so, for what values of = does the limit converge.
First, we have to investigate the question: When does the limit:

e eV — (e N
dm 32 ae =) = as(o — a0 2)
Jj= J=

exist? Again, if so, for what values of x does the limit converge.
We say that a power series (2) converges absolutely if

oo
> laj(@ —z0)|
=0

converges. If the limit fails to exist, we say that the power series diverges.

3.1 Radius of Convergence

A power series will converge for some values of the variable  and may diverge for others. All power series
converge at x = xg. There is always a number p with 0 < p < oo such that the series converges absolutely
whenever |z—xzo| < p and diverges whenever |t —xo| > p. This number is called the radius of convergence.
The interval (zg — p,zo + p) is called the interval of convergence.

The series may or may not converge for |z — zg| = p. If (2) converges only for x = xg, then p = 0. If it
converges for all z, then we say that p = co

Exercise 8. The geometric series
o0
g ax?
=0

has radius of convergence p = 1. In this case, show that the infinite sum is

a

1—2a
What happens for |x| =17

The simplest test for a comparison test
If (2) converges absolutely for x € (z9 — p,zo + p) and if for some number J, |b;| < |a;| for all j > J,

then
oo
Z bj(x — xo)’
7=0

We have two tests for convergence based on comparisons with the geometric.



Ratio Test

If the limit
L= lim

j—o0

aj +1 ‘
aj
exists, then in (2), the radius of convergence of (2) p = L.

Root Test

If the limit

= lim {/|a,]|
j—o0
exists, then in (2), the radius of convergence of p = 1/¢. (Here, 1/0 = 0.)

Exercise 9. Find the radius of convergence for

oo

Zj%cj7 Z—(w— 1)/, and Zf'xj
=0 J =07’

Jj=0

3.2 Arithmetic Operations

Let f and g be two power series converging in a interval about .

f@) = Y aj(e— )
j=0

o0

g(x) = bj(x — o)’
j=0

Addition and Subtraction
The power series of the sum or difference of the functions can be obtained by termwise addition and

subtraction.
oo

fla) £ g(x) = (a; £ bj)(x — ).

Jj=0

Multiplication
The power series for the product is sometimes called the Cauchy product.

f(x)g(x) = ch(x — x0)’

where '
J
Cj = Zaibj_i = (a * b)]
i=0

This is is known as the convolution of the sequences a; and b;.



3.3 Uniqueness of Power Series

We begin with the following fact, which is somewhat technical to prove.

If a power series is equal to 0 is some interval then each of the coefficients a; is 0.
In particular, if two power series

Z bj(z —z0) and Z cj(x — o)’
3=0 5=0

agree for x in some interval, then the difference

o0

O—Zb x —xp)’ ch (x — z0)’ Z(b Cj)(x—xo)j

7=0

and so b; = ¢; for all all j.

3.4 Differentiation and Integration

Power series are differentiable on the domain of convergence. So, for z € (zg — p, o + p)

Differentiation
Termwise differentiation gives the power series for the derivative.

o0
fla) =" jaj(z — o)™
j=1
Because
4 Das
SAAZY BN p, we have ‘(J +‘ )11 —p
a]‘ jaj

and f’ has the same radius of convergence as f.

Integration
Termwise integration gives the power series for the integral.

oo a .
/f :Z:;‘ﬁﬁx—wo)f“w

ajy1/(j+2
a;/(j+1)

Aj41
i+l — p, we have

-

a;
and [ f has the same radius of convergence as f.

Exercise 10. Use the fact that the geometric series

o0
> oo =1
=0 1=

to determine the power series for

1 1
(1-2)? 1+«

In(1 + x) tan~'(2).

1422



Exercise 11. Show that

o o9}
) = . it
E ajr) = g aj_oT

J=jo J=jo+¢

3.5 Analytic Functions

A function f is called analytic at x( is f can be represented as a power series centered at zy with a positive
radius of convergence.

f(z) = Zan(x—%)ja |z — 0| <p
=0

Properties of Analytic Functions

e Polynomials are analytic for every value xg.

e If f and g are analytic at xg so are f + g, fg, and f/g provided that g(xg) # 0.
e All the derivatives of f are analytic with the same interval of convergence as f.
e The antiderivative of f is analytic with the same interval of convergence as f.

e The terms _
9 (o)
4!
Thus, the power series is the limit of the Taylor polynomials.

aj:

e Any power seriesregardless of how it is derived? that converges in some neighborhood of xy to a
function is the Taylor series of that function.

Exercise 12. Fxplain why
(x — x0)?

is not analytic at xg if p < 0 or if p > 0 and not an integer.



