Linear Algebra Basics

June 29, 2016

1 Matrix Algebra Operations

Example 1. Fori=1,2 and j =1,2,3, let
Qi

be the quantity store © orders of product j, We can write this conveniently as a matrix

a a a
A= 11 a12 a13
Q21 Q22 Q23
If the price of these objects is x1, T2, T3 we can write this as a column vector
T
X = X2
Zs3
The total bill for each store
a11T1 + a12%2 + 1373
G21%1 + A22T2 + Q2373
a3121 + a32&2 + a33T3

is simply the matrix product of the matriz A with the vector x and write Ax.

Let look at this in a more abstract setting.
e Let C;; denote the entry in the i-th row and j-th column of a matrix C.
e Matrices can be multiplied by a scalar a. So, the matrix aC has ij entry

(CLC)ij = aCij

e If two matrices, A and B have the same number of rows and columns, then we can form their sum
A+ B with
(A+ B)ij = Aij + Bij.

e A matrix A with r4 rows and ¢4 and a matrix B with rg rows and ¢ columns can be multiplied to
form a matrix AB provide that ¢4 = rg, the number of columns in A equals the number of rows in B.

In this case
ca

(AB)ij = > AixBu;.

k=1



Exercise 2. Let

13 3 -1
08 12 2 46 10

A=13 2 0 2 and B_(2314>
10 0 2

Find AB and BA

Matrix multiplication is associative
(AB)C = A(BC)

and distributive
A(B+C)=AB+ AC

The transpose of a matrix is obtained by reversing the rows and columns of a matrix. We use
a superscript 7' to indicate the transpose. Thus, the ij entry of a matrix C is the ji entry of its
transpose, C7.

Example 3.
(2 1 3>T_ f ;1
4 2 7 3 7

The d-dimensional identity matrix [ is the matrix with the value 1 for all entries on the diagonal
(I;; =1,j=1...,d) and O for all other entries.

Exercise 4. d-dimensional vector x,
Ix =x.

A d x d matrix C is called invertible with inverse C~! provided that
cclt=clc=1
Only one matrix can have this property.

Suppose we have a d-dimensional vector a of known values and a d x d matrix C and we want to
determine the vectors x that satisfy
b=Cux.

This equation could have no solutions, a single solution, or an infinite number of solutions. If the
matrix C' is invertible, then we have a single solution

r=C"'. (C"'ob=C"YCx)=(C"'0)r=1Izx=2)



2 Solving Linear Equations

We will perform the task of finding the matrix inverse using Gaussian elimination or the Gauss-Jordan
algorithm. The operations on matrices that are permitted are:

e Row switching
A row within the matrix can be switched with another row.

RZ'HR]'

e Row multiplication
Each element in a row can be multiplied by a non-zero constant.

kR; — R;, where k # 0

e Row addition
A row can be replaced by the sum of that row and a multiple of another row.

R; + kR; — R;,where i # j

Example 5. For
I +5(L’2 =7
—23;‘1 —7!1,‘2 = -5

we write the augmented matrix (Alz).

Then 2R1 + R2 — R2
Then Ro/3
Then —5Rs + Ry — Ry

Thus xr1 = —8 and x2 = 3

Let’s reproduce these computation using the augmented matrix (A|I) we write the augmented matrix

(Alz).
(% %0 0)

(o 5]27)

Then 2R1 + RQ — RQ

511
312



Then Ry/3
1 5|1 0
0 1]2/3 1/3

(o V58 %)

=58 )

2 (5)=(3)

Exercise 7. Find the solution to the linear system

Then —5Rs + Ry — Ry

Exercise 6. Verify that

and that

) +x3 = -8
I 721’2 731‘2 =0
—T1 +Io 2%3 =3

3 Determinants

We will consider the concept of the determinant in the case of 2 x 2 and 3 x 3 matrices. A square matrix C'
of any dimension is invertible if and only if its determinant det(C') # 0.

For a 2 x 2 matrix
a b
=(t )
det(C) = ad — be and the matrix inverse

o ()

We can verify this using the Gauss-Jordan algorithm.

Exercise 8. Use the formula above to obtain the inverse to

4=(% %)

For a three by three matrix, the determinant is

c c c c c ¢
cqy det 22623 ) _ L det 21 €23 ) 4 det 21 €22
C32 €33 €31 €33 €31 €32
For larger matrices, we have the same alternating form based on linear combinations of determinants

from minors, matrices created by eliminating the first row and a column. Beyond its computational use,
The determinant’s value is summarized in the following theorem.



Theorem 9. Let C be a d x d matrixz. The following statements are equivalent:
1. C is singular (does not have an inverse).
2. The determinant of C is zero.
3. Cx =0 has nontrivial solutions (x =0).

4. The columns (rows) of C form a linearly dependent set.



