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Abstract

In this paper we show that, starting from Lipschitz initial free
boundary with small Lipschitz constant, the solution of the one-phase
Stefan problem (ST) instantly regularizes and solves the Stefan prob-
lem in the classical sense, for a small positive time.

Consider u0(x) : IRn → [0,∞). The one-phase Stefan problem is given
by

(ST )





ut −∆u = 0 in {u > 0}

ut = |Du|2 on ∂{u > 0}

u(·, 0) = u0

The classical one-phase Stefan problem describes the phase transition be-
tween solids and liquids, for example melting of the ice ([M],[R]). In this
setting u describes the temperature of the liquid, and the region {u = 0}
describes the unmelted region of ice. The main interest is then on the be-
havior of the free boundary ∂{u > 0}. The second condition of (ST ) implies
that the normal velocity Vx,t at each free boundary point (x, t) ∈ ∂{u > 0}
is given by

Vx,t = |Du|(x, t) = Du(x, t) · νx,t,

where νx,t denotes the spatial unit normal vector of ∂{u > 0} at (x, t),
pointing inward with respect to the positive phase {u > 0}.
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In general, solutions of (ST) develop singularities in finite time due to
collision of free boundary parts. On the other hand, if the free boundary is
“flat” – i.e., stays close to a Lipschitz graph – in a space-time neighborhood
then the solution is indeed smooth: see [ACS2], [ACS3] and [CPS] for precise
statements. It is then natural to ask whether similar regularity properties
hold for free boundaries evolving from initially Lipschitz configuration.

Our result states that when the initial free boundary Γ0 is locally Lip-
schitz with small Lipschitz constant, then the free boundary immediately
regularizes after t = 0 and the free boundary speed averages out in pro-
portion to the distance it has moved. The novelty of the result lies in the
fact that we only condition the intial data. Indeed the crucial step in the
argument is showing that the free boundary of u stays flat in a proper space-
time scale. Once this “scaled flatness” is established, final regularity results
follow from iteration arguments developed in [ACS2] and [CJK2] : see the
outline of the paper later in this section.

For a rigorous statement, first we introduce a series of assumptions on
the initial data. The first two hypothesis, (I-a) and (I-b) state that Γ0 is
locally a Lipschitz graph with sufficiently small Lipschitz constant, and (I-c)
states that u0 has a sub-quadratic growth rate . :

(I-a) Ω0 = {u0 > 0} satisfies

Ω0 ∩B2(0) = {(x′, xn) ∈ IRn−1 × IR : |x′| < 2, xn ≤ f(x′)} ∩B2(0)

where f satisfies f(0) = 0 and |f(x′)− f(y′)| ≤ L|x′ − y′|.

For a locally Lipschitz domain such as Ω0, there exist growth rates 0 <
β < 1 < α such that the following holds: if H is a positive harmonic function
in Ω0 ∩ B2(0) with Dirichlet condition on Γ0 ∩ B2(0) and with value 1 at
−en, then for x ∈ Γ0 ∩B1(0) and x− sen ∈ B1(0)

sα ≤ H(x− sen) ≤ sβ. (0.1)

Below we precisely describe the range of L:

(I-b) L < Ln for a sufficiently small dimensional constant Ln so that

1/2 < β ≤ 1 ≤ α < 2 and α < 2β.

Observe that if L is close to 0, then α and β are close to 1 and hence (I-b)
holds.
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(I-c) u0(x− den) ≥ d2−δ with δ > 0 for x ∈ Γ0 ∩B2(0) and for 0 < d ≤ 1.

Now we are ready to state the main theorem. For a nonnegative function
u(x, t) : IRn × [0,∞) → IR, let us denote

Ωt(u) = {x : u(x, t) > 0}, Ω(u) = {(x, t) : u(x, t) > 0}

and
Γt(u) = ∂Ωt(u), Γ(u) = ∂Ω(u).

Theorem 0.1. Suppose u is a solution of (ST ) in B2(0) × [0, 1] with the
initial data u0, where u0 satisfies (Ia)-(Ic) with u0(−en) = 1, u0 ∈ C2(Ω0).
In addition assume

M = sup
B2(0)×[0,1]

u < ∞

and
C0 = sup

Ω0∩B2(0)
|∆u0| < ∞.

Then there exists a small s > 0 depending on M , L, C0, δ and n such that
u solves (ST) in the classical sense, in Bs(0). More precisely,

(A) The free boundary Γ(u) is C1 in space and time in Bs(0) × {t > 0}.
Furthermore |Du| exists on Γ(u) as the limit from the positive region
Ω(u).

(B) Γt(u) is a Lipschitz graph with respect to en with Lipschitz constant
L′ < Ln in Bs(0).

(C) If x ∈ Γ0(u) ∩ Bs(0) and x + den ∈ Γt(u) ∩ Bs(0), then the normal
velocity Vx+den,t = |Du(x + den, t)| satisfies

C−1|Du(x− den, 0)| ≤ |Du(x + den, t)| ≤ C|Du(x− den, 0)|

where C depends only on n and M . In particular,

d

t
∼ |Du(x + den, t)| ∼ u(x− den, 0)

d
.

Our main theorem states that if the initial data has bounded Laplacian
with sub-quadratic growth rate, and if the initial free boundary is Lipschitz
with small Lipschitz constant, then the Stefan free boundary regularizes in
space, in a scale proportional to the distance it has traveled. We point out
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that the regularity results hold up to the initial time and all the regularity
assumptions are imposed only on the initial data.

Remark. 1. The bound C0 of |∆u0| ensures that the size of u does
not change too much over time, in the regions away from the free boundary
(see Lemma 2.3 and Corollary 3.3).

2. (I-c) holds if C0 < cn for a small dimensional constant cn.

3. The restriction on the Lipschitz constant, L < Ln is necessary since,
as mentioned above, there is a waiting time phenomena of Stefan problem
with initially sharp corners – we refer to [ACS2], [CK] and [King].

4. As in [ACS2]-[ACS3], our methods presented in this paper and in
[CJK2] apply to free boundary motion laws of the type

V = G(ν, |Du|) or V = g(ν)|Dv|,

where G(ν, p) is Lipschitz continuous with respect to ν and p with ∂G/∂p >
c > 0 and where g(ν) is a continuous positive function.

For local solutions of Hele-Shaw problem

(HS)




−∆u = 0 in {u > 0}

ut = |Du|2, on ∂{u > 0}

a corresponding result has been recently shown in [CJK2]. Below we state
a simplified version of Theorem 1.1 in [CJK2]:

Theorem 0.2. [CJK2] Let Q1 = B1(0) × [0, 1] ⊂ IRn × IR. Suppose u is
a solution of (HS) in Q1 with initial positive phase Ω0 in B1(0). Further
suppose u(−en, 0) = 1, supQ1

u ≤ M and that, for some a > 0,

u(x, s) ≤ Mu(x, t), ut(x, t) ≥ Ata−1u(x, t) for 0 ≤ s < t ≤ 1. (0.2)

Then there is a constant s > 0 depending on n, M and A such that (A),
(B) and (C) of Theorem 0.1 holds for the solution u of (HS) in Bs(0).

Note that for (HS) the solution at each time is harmonic in the positive
phase, including at t = 0 (the initial data). In particular the spatial geome-
try of the positive phase determines the geometry of the level sets of u. For
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the Stefan problem this is no longer true, which adds additional dimension
of difficulty to our analysis.

Outline of the paper

For the Stefan-type free boundary problems, it has been shown in slightly
different contexts (see [AC],[ACS1], [ACS2] and [CPS]) that if the level sets
of u are close to Lipschitz graphs in a local space-time neighborhood, then it
is indeed smooth. Therefore the key step in the proof of our main theorem is
to show that the free boundary as well as nearby level sets of u remain close
to a Lipschitz graph, a scale proportional to the distance the free boundary
has travelled (see Proposition 5.4 and Corollary 5.7).

Observe that, after a hyperbolic blow-up, the solution of (ST) solves
(HS). Hence the regularization phenomena of (ST) resembles that of (HS)
in hyperbolic scale, while in small (parabolic) time scale, the free boundary
is frozen and the solution regularizes in the positive phase. The barriers
constructed in section 2-4 are illustration of this phenomena. In section 1
some preliminary lemmas are introduced. In section 2 we establish that Ω(u)
has bounded speed of propagation in parabolic scaling. With this bound,
we compare u with barriers constructed in section 3-4, apply regularity
results known for caloric functions in Lipschitz domains (see section 1), and
establish the ε-flatness of Γ(u) in section 4. In section 5 it is shown that the
positive level sets of u are also ε-close to Lipschitz graphs. In section 6 and
in the appendix we outline further procedure to prove the main theorem,
which is a rather technical combination of arguments in [ACS2] and [CJK2].

1 Preliminary lemmas and notations

We introduce some notations.
• For x ∈ IRn, denote x = (x′, xn) ∈ IRn−1 × IR where xn = x · en.
• Let Br(x) be the space ball of radius r, centered at x.
• Let Qr := Br(0)× [−r2, r2] be the parabolic cube and let Kr := Br(0)×
[−r, r] be the hyperbolic cube.
• A caloric function in Ω∩Qr will denote a nonnegative solution of the heat
equation, vanishing along the lateral boundary of Ω.
• For x ∈ Γ0, d(x, t;u) is the maximal distance Γt(u) has moved by time t
near x. More precisely,

d(x, t;u) = sup{d : u(x + den, t) > 0, x + den ∈ B2(0)}.
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• For x ∈ Γ0, t(x + den; u) denotes the time Γt(u) reaches x + den, precisely

t(x + den;u) = inf{t : u(x + den, t) > 0}.
The first lemma is a direct consequence of the interior Harnack inequal-

ities proved in [C-C].

Lemma 1.1. [C-C] Suppose w(x) : IRn → IR has bounded Laplacian. Then
w is Hölder continuous with its constant depending on the Laplacian bound.

Lemma 1.2. [DiBenedetto, Chapter V. Theorem 8.2] Suppose u satisfies
heat equation in IRn × [0,∞), u0 = u(·, 0) ∈ Cγ

loc(IR
n) and satisfies

|u0(x)| ≤ A expB|x|2.
Then there exists a constant C depending only on n,A, B, γ and the Hölder
constant of u0 over the ball B1(0) such that

|ut(x, t)|+ |uxixj (x, t)| ≤ Ctγ/2−1

in Q1.

Lemma 1.3. [FGS1, 1984, Theorem 3] Let Ω be a domain in IRn× IR such
that (0, 0) is on its lateral boundary. Suppose Ω is a Lip1,1/2 domain, i.e.,

Ω = {(x′, xn, t) : |x′| < 1, |xn| < 2L, |t| < 1, xn ≤ f(x′, t)},
where f satisfies |f(x′, t) − f(y′, s)| ≤ L(|x′ − y′| + |t − s|1/2.) If u is a
caloric function in Ω, then there exists C = C(n,L), where L is the Lipschitz
constant for Ω, such that

u(x, t)
v(x, t)

≤ C
u(−Len, 1/2)

v(−Len,−1/2)
.

for (x, t) ∈ Q1/2.

Lemma 1.4. [ACS1, 1996, Theorem 1] Let Ω be a Lipschitz domain in
IRn × IR, i.e.,

Q1 ∩ Ω = Q1 ∩ {(x, t) : xn ≤ f(x′, t)},
where f satisfies |f(x, t)− f(y, s)| ≤ L(|x− y|+ |t− s|). Let u be a Caloric
function in Q1 ∩ Ω with (0, 0) ∈ ∂Ω and u(−en, 0) = m > 0 and supQ1

u =
M . Then there exists a constant C, depending only on n, L, m

M such that

u(x, t + ρ2) ≤ Cu(x, t− ρ2)

for all (x, t) ∈ Q1/2 ∩ Ω and for 0 ≤ ρ ≤ dx,t.
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Lemma 1.5. [ACS1, Lemma 5] Let u and Ω be as in Lemma 1.4. Then
there exist a, δ > 0 depending only on n, L, m

M such that

w+ := u + u1+a and w− := u− u1+a

are subharmonic and superharmonic, respectively, in Qδ ∩ Ω ∩ {t = 0}.
Next we state several properties of harmonic functions:

Lemma 1.6. [Dahlberg, see [D]] Let u1, u2 be two nonnegative harmonic
functions in a domain D of IRn of the form

D = {(x′, xn) ∈ IRn−1 × IR : |x′| < 2, |xn| < 2L, xn > f(x′)}

with f a Lipschitz function with constant less than L and f(0) = 0. Assume
further that u1 = u2 = 0 along the graph of f . Then in

D1/2 = {|x′| < 1, |xn| < L, xn > f(x′)}

we have

0 < C1 ≤ u1(x′, xn)
u2(x′, xn)

· u2(0, L)
u1(0, L)

≤ C2

with C1, C2 depending only on L.

Lemma 1.7. [Jerison and Kenig, see [JK]] Let D, u1 and u2 be as in
Lemma 1.6. Assume further that

u1(0, L/2)
u2(0, L/2)

= 1.

Then, u1(x′, xn)/u2(x′, xn) is Hölder continuous in D̄1/2 for some coefficient
α, both α and the Cα norm of u1/u2 depending only on L.

Lemma 1.8. [Caffarelli, see [C2]] Let u be as in Lemma 1.6. Then there
exists c > 0 depending only on L such that for 0 < d < c, ∂

∂xn
u(0, d) ≥ 0

and

C1
u(0, d)

d
≤ ∂u

∂xn
(0, d) ≤ C2

u(0, d)
d

where Ci = Ci(M).
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Lemma 1.9. [[JK], Lemma 4.1] Let Ω be Lipschitz domain contained in
B10(0). There exists a dimensional constant βn > 0 such that for any ζ ∈
∂Ω, 0 < 2r < 1 and positive harmonic function u in Ω∩B2r(ζ), if u vanishes
continuously on B2r(ζ) ∩ ∂Ω, then for x ∈ Ω ∩Br(ζ),

u(x) ≤ C(
|x− ζ|

r
)βnsup{u(y) : y ∈ ∂B2r(ζ) ∩ Ω}

where C depends only on the Lipchitz constants of Ω.

It should be pointed out that we use the notion of viscosity solutions for
our investigation. For definition as well as properties of viscosity solutions,
see [K]. Below we state the central property of viscosity solutions, which is
used frequently throughout the paper.

Theorem 1.10. [Comparison principle, [K1]] Let u, v be respectively vis-
cosity sub- and supersolutions of (ST) in D × (0, T ) ⊂ Q with initial data
u0 ≺ v0 in D. If u ≤ v on ∂D and u < v on ∂D ∩ Ω̄(u) for 0 ≤ t < T , then
u(·, t) ≺ v(·, t) in D for t ∈ [0, T ).

For later use, we show below that, with conditions (I-c) and |∆u0| ≤ C0,
the initial data u0 is comparable to a harmonic function. Indeed with nor-
malization u0(−en) = 1, the above conditions imply that u0 is comparable
to a positive harmonic function H, which vanishes on Γ0 ∩ B2(0) and has
value 1 at −en. Since −C0 ≤ ∆u0, u0 + C0|x|2 is a subharmonic function
with boundary values C0|x|2 on Γ0 ∩ B2(0) and with value 1 + C0 at −en.
Hence one can observe that for 0 ≤ s ≤ 1

u0(−sen) + C0s
2 ≤ CH(−sen) ≤ Csβ

where the first inequality holds for C depending on n and C0, since H has
growth rate less than 2, i.e., α < 2. On the other hand, since ∆u0 ≤
C0 and u0 has sub-quadratic growth (I-c), it follows that u0 − C0|x|2 is a
superharmonic function with boundary values −C0|x|2 on Γ0 ∩ B2(0) and
with a value larger than r2−δ

0 /2 at a point −r0en, where r0 is a sufficiently
small constant depending on C0 and δ. Hence for 0 ≤ s ≤ r0

Csα ≤ CH(−sen) ≤ u0(−sen)− C0s
2

where C and r0 depend on n, C0 and δ. Without loss of generality, we
conclude that in {x : d(x,Γ0) ≤ r0} ∩B1(0),

C1H ≤ u0 ≤ C2H (1.1)

where C1, C2 and r0 depend on n, C0 and δ.
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2 An upper bound on the free boundary speed

In this section we estimate how far the free boundary of u would move
by time t. Our claim is the following: The upper bound on the distance
Γt(u) moves by time t has to be significantly smaller than

√
t (Lemma 2.2).

This would guarantee the free boundary not to be perturbed too much from
its initial Lipschitz shape before the initial data regularizes in the positive
phase. We also show that u does not increase too fast in parabolic cubes
centered at Γ(u) (Lemma 2.3).

Lemma 2.1. Suppose that |∆u0| ≤ C0 and supQ1
u = M . Then there exists

a constant C = C(C0,M, n) such that ut ≥ −C in B1/2(0) × [0, 1]. In
particular for 0 ≤ t ≤ 1

u(−
√

ten, s) ≥ Cu(−
√

ten, 0) for 0 ≤ s ≤ t.

Proof. The first claim follows since ut solves heat equation with ut(·, 0) =
∆u(·, 0) ≥ −C0 in B1(0), ut ≥ 0 on Γt(u) and 0 ≤ u ≤ M on ∂B1(0)× [0, 1].
Since ut ≥ −C0 and u(−√ten, 0) > tα/2 with α < 2 by our hypothesis, one
obtains

u(−
√

ten, 0) ≤ Cu(−
√

ten, s) for 0 ≤ s ≤ t.

The following is the main lemma in this section.

Lemma 2.2. There exists t0 = t0(C0,M, n) > 0 such that if x0 ∈ Γ0∩B1(0)
and t ≤ t0, then

d(x0, t; u) ≤ Ct1/(2−β) (2.1)

where β is given in (0.1) and C depends on C0, M and n.

Proof. It suffices to prove the lemma for x0 = 0 ∈ Γ0. Using a radially
symmetric barrier, one can show that d(x, t0;u) ≤ 1/10 if x ∈ Γ0 ∩B9/10(0)
and t0 is a sufficiently small time depending on n and M .

We will construct a barrier function w̆ ≥ u using a Hele Shaw flow and
show that w̆ satisfies Lemma 2.2 at x0 = 0. Let ε0 > 0 be a sufficiently
small constant. Let w be a solution of (HS) in

Σ := B1(0)∩(
⋃

s≥−ε0

Γ0 + sen)
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such that 



−∆w = 0 in {w > 0} ∩ Σ

w = C1 on Γ0 − ε0en

w = 0 on ∂B1(0) ∩ Σ

Γ0(w) = Γ0(u) in Σ

wt = |Dw|2, on Γ(w) ∩ Σ

where C1 is a sufficiently large constant depending on C0, M and n. Since
∆u ≥ −C0, u+C0|x−y0|2 is subharmonic for any y0 ∈ Ω0(w). Also since the
maximal decay rate α is less than 2, one can observe that if C1 is sufficiently
large (depending on C0, M and n), then by Lemma 1.6

w0 ≥ 100u0, w ≥ 100u on Γ0 − ε0en.

Next, we bend up the free boundary of w (using a conformal map φ̆
constructed in [CJK] and [CJK2]) so that φ̆(Γt(w)) is located above Γt(u)
in B1(0)−B1/2(0). Let ψ̆ be the following conformal map

ψ̆(x) =
1
|x|2 · (x1, ..., xn−1, 2|x|2 − xn)

and let
φ̆ = ψ̆(x + en)− en.

Then φ̆ fixes 0 and it bends up the free boundary Γt(w) at least by 1/10 in
B1(0)−B1/2(0). Now define w̆ as follows:





−∆w̆(·, t) = 0 in φ̆(Ωt(w))

w̆(·, t) = C1/50 on φ̆(Γ0 − ε0en)

w̆(·, t) = M on ∂B9/10(0) ∩ φ̆(Ωt(w))

Then, one can show that w̆ is a supersolution of (HS) in B1/2(0) if ε0 is
sufficiently small. (See [CJK] for a detailed proof.) w̆ is also a supersolution
of (ST) in B1/2(0) since wt ≥ 0. Since Γt(w̆) is contained in the zero set of
u in B9/10(0)−B1/2(0) and w̆ ≥ u at t = 0 and on its lateral boundary, we
conclude w̆ ≥ u in B9/10(0)
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Now it suffices to prove d(0, t; w̆) ≤ Ct1/(2−β). Using a speed estimate
for a Hele-Shaw flow (Theorem 0.2 and Lemma 1.8), we obtain for d0 :=
d(0, t; w)

average speed of Γt(w) =
d0

t
∼ w(−d0en, t)

d0
.

Therefore, d2
0 ∼ tw(−d0en, t) ≤ Ctdβ

0 for C depending on C0, M and n.
This yields

d(0, t; w) ≤ Ct1/(2−β).

From the construction of w̆, one can observe that Γt(w̆) is contained
in the 40d2

0-neighborhood of Γt(w) in B2d0(0). Hence if t ≤ t0 and t0 is
sufficiently small, then

d(0, t; w̆) ≤ Ct1/(2−β).

Note that Lemma 2.2 yields us that in each parabolic scaling we have
a Lipschitz domain in time. To apply Lemma 1.5 in parabolically scaled
neighborhoods of each free boundary point, we need to keep track of the
ratio

m

M
in each scale.

Lemma 2.3. Suppose (x, t) ∈ Γ(u) ∩Q2/3(0) with 0 < t. Then

u(y, s) ≤ Cu(x−
√

ten, 0) for (y, s) ∈ B√t(x)× [0, t].

where C = C(M, C0, n).

Proof. Fix (x, t) ∈ Γ(u) ∩Q2/3(0). Consider the re-scaled function

ũ(y, s) :=
u(x +

√
ty, ts)

u(x−√ten, 0)
.

in Q1.
Due to (I-a), (I-b) and (2.1)

|∆ũ(y, 0)| ≤ C0
t

u(−√ten, 0)
≤ C0.

Therefore ũ(·, 0) ∈ Cβ(IRn) by Lemma 1.1, and by Lemma 1.2 ũ(y, s) ≤ C
in Q1, where C depends on M ,C0 ad n. Hence we conclude.
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In the following two sections we will construct barriers which approx-
imate u better than w does, and will prove that Γt(u) is very close to a
Lipschitz graph. In other words, we prove the ε- monotonicity of the free
boundary of u by constructing barriers which stays close to u, at the places√

t away from the free boundary.

3 Constructing a barrier function v with Lipschitz
free boundary

In this section, we will construct an approximation of u using a parameter-
ized solution of (HS). This enables us to apply regularity results for solutions
of (HS) obtained in [CJK] and [CJK2].

Let ε > 0 be a sufficiently small constant, and let t1 be a small time such
that

t1 = εm1 (3.1)

where m1 > 0 is a sufficiently large number which will be determined later.
Let t2 be a small time bigger than t1 such that

t2 = ε8t
1−β/2
1 À t1. (3.2)

Let r be a constant bigger than
√

t2 such that

r = ε2t
1/4
1 .

Then √
t1 <

√
t2 ≤ ε2r (3.3)

and (2.1) implies that for any x ∈ Γ0 ∩B1(0)

d(x, t2; u) ≤ Ct
1/(2−β)
2 ≤ r2

10
≤ ε4

√
t1 (3.4)

if ε is sufficiently small. (Here t1, t2 and r are constructed so that they
satisfy (3.3) and (3.4).)

We construct a caloric function v in Br(0)× [0, t2], whose free boundary
does not move for 0 ≤ t ≤ t1 and then it moves as it does for a Hele-shaw
flow (with a proper scaling) for t1 ≤ t ≤ t2. Our hope is that by time t = t1
the caloric function v regularizes enough so that it is “almost harmonic” in
the sense of Lemma 1.5. To this end it is important to choose t1 and t2 such
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that t1 is neither too small compared to t2 (so that the solution has time
to regularize) nor too large compared to t2 (so that the distance Γ(u) has
moved by t1 is ignorable and v approximate u well enough). Equation (3.4)
ensures that t1 is not too small compared to t2, and later (Lemma 5.1) we
will see that t1 is not too large compared to t2.

The construction of v is as follows: Let I = Γ0(u) ∩B1(0) and let

Λ√t =





⋃

x∈I

B√t1
(x) if 0 ≤ t ≤ t1

⋃

x∈I

B√t(x) if t1 ≤ t ≤ t2.

Set
Π :=

⋃

0≤t≤t2

Λ√t × {t}

and let v solve




vt −∆v = 0 in {v > 0} ∩Π

v0 = (1− 10ε)u0 in Λ√t1
∩Br(0)

v = (1− 10ε)u on ∂Λ√t ∩Br(0)

v = 0 on ∂Br(0) ∩ Λ√t

Γt(v) = Γ0(u) for 0 ≤ t ≤ t1

ht/|Dh| = |Dh| on Γ(v) ∩ {t1 ≤ t ≤ t2}

(3.5)

where h(·, t) is the harmonic function in Λε
√

t1
∩Br(0) ∩ {v > 0} such that

h(·, t) =





0 on Γt(v) ∪ ∂Br(0)

v(·, t−) on l := ∂Λε
√

t1
∩Br(0) ∩ {v > 0}.

(3.6)

(Here v(·, t−) denotes the limit from past times.)

Note that h is a solution of the Hele-Shaw problem (HS) in
Λε
√

t1
∩ Br(0) × [t1, t2]. Later we will apply the regularity result for (HS)
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obtained in [CJK2] (Theorem 0.2) to h, to derive regularity of the free
boundary Γt(v) = Γt(h) for t ∈ [t1, t2].

Since u ≤ w̆, arguing as in section 2 it also follows that v ≤ w̆. Then by
(3.4)

d(x, t; v) ≤ d(x, t; w̆) ≤ Ct1/(2−β) ≤ ε2
√

t1 (3.7)

for 0 ≤ t ≤ t2. Below we state several properties of v.

Lemma 3.1. The following properties hold for v:

(a) v(x, t) ≤ Cv(x, 0) in Λ√t − Λε
√

t1
, where C = C(M, C0, n).

(b) vt ≥ −C with C = C(M, C0, n) and v ≤ (1− 10ε)u for 0 ≤ t ≤ t1

(c) There exists A > 0 such that for t1 ≤ t ≤ t2 and x ∈ Λ√t − Λε2
√

t1

vt(x, t) ≥ −At−α/2v(x, t).

(d) Γt(v) as well as the level sets of h(·, t) is a Lipschitz graph with respect
to en-axis in B(1−ε)r(0) for t ≤ t2. Furthermore the associated Lips-
chitz constant is close to L and less than Ln.

(e) The normal velocity Vx,t of Γ(v) at (x, t) satisfies

Vx,t = |Dh|(x, t) ∼ |Dh|(−den, t) ≤ C√
t

for t ∈ [t3, t2] and x ∈ Γt(v)∩Br/2(0),

where t(d) = t(x, t; h)

t1 < t3 := t1 + t
2−β

2(1−β)

1 < 2t1.

Moreover, the average speed of Γt(v) over [t1, t3] is less than
C√
t1

in

Br/2(0).

Proof. (a) follows from Lemma 2.3 and (3.7).

Proof of (b): vt ≥ −C since vt solves heat equation with
vt|t=0 = ∆v(·, 0) = ∆u(·, 0) ≥ −C0 in Λ√t1

, vt = ut ≥ −C on ∂Λ√t1
due to

14



Lemma 2.1 and vt ≥ 0 on Γt(v). The second claim is a consequence of the
maximum principle, using the fact that the positive phase of u expands in
time.

Proof of (c): Recall that vt ≥ −C and d(y, t; v) ≤ ε2
√

t1 for any y ∈
Γ0 ∩B1(0). Then vt ≥ ω, where ω solves heat equation in

Σ :=
⋃

0≤t≤t2

((Ω0 + ε2
√

t1en) ∩ Λ√t ∩Br(0))× {t}

with ω = −C at t = 0, ω = −C on ∂Λ√t∪∂Br(0), and ω = 0 on Γ0+ε2
√

t1en.
Let ω̃ solve the heat equation in Σ with ω̃ = 0 on Γ0 +ε2

√
t1en and ω̃(x, t) =

v(x− ε2
√

t1en, t) on ∂Λ√t ∪ ∂Br(0) and at t = 0.
Then by comparison

ω̃(x, t) ≤ v(x− ε2
√

t1en, t)

and
ω̃(−

√
ten, t) ≥ ω̃(−

√
ten, 0)− Ct ≥ 1

2
tα/2

for t1 ≤ t ≤ t2, since the maximal decay rate α is smaller than 2.
Hence it follows that for t1 ≤ t ≤ t2 and x ∈ Λ√t − Λε2

√
t1

vt(x, t) ≥ ω(x, t) ≥ C
ω(−√ten, t)
ω̃(−√ten, t)

ω̃(x, t)

≥ −Ct−α/2v(x− ε2
√

t1en, t)

≥ −Ct−α/2v(x, t)

where the second inequality follows from the Lemma 1.3 applied to ω and ω̃
and the last inequality follows the interior Harnack inequality for the heat
equation - note that (x, t) is at least ε2

√
t1-away from Γ(u).

Proof of (d): Let h be local solution of (HS) given in (3.6). Due to (a)-
(b) ,

h(x, t) ≤ Ch(x, t1) in Σ := Λε
√

t1
∩Br(0)× [t1, t2].

Next due to Carleson’s lemma and (3.7) we have h(x, t) ≤ Ch(−ε
√

t1en, t1)
in Σ. Also, by (c) and the fact that ht > 0 on Γ(h), it follows that
ht ≥ −At−α/2h in Σ. Now (d) follows from Theorem 0.2 applied to

h̃(x, t) =
h(ε
√

t1x, τt + t1)
h(−ε

√
t1en, t1)

, τ =
ε2t1

h(−ε
√

t1en, 0)
.
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Proof of (e): Fix x0 ∈ Γ0(v) ∩ Br/2(0). For t ∈ [t1, t2], let y = y(t) =
x0 + den ∈ Γt(v). From the construction of v,

Vy,t =
vt

|Dv| |(y,t) =
ht

|Dh| |(y,t)

where h solves (HS) for t1 ≤ t ≤ t2. Let H(x, t) = h(x, t+ t1), then H solves
(HS) for 0 ≤ t ≤ t2 − t1 and

ht

|Dh| |(y,t) =
Ht

|DH| |(y,t−t1).

Define

t3 = t1 + t
2−β

2(1−β)

1 .

Then for t ∈ [t3, t2]

vt

|Dv| |(y,t) =
Ht

|DH| |(y,t−t1) ∼ |DH|(x0 − den, 0)

≤ C
d(x, t− t1; H)

t− t1
≤ C(t− t1)

−1+β
2−β ≤ Ct−1/2.

where the first approximation and inequality follow by Theorem 0.2, and
the second inequality follows from (2.1).

Here the first inequality follows from Theorem 1.2 of [CJK2], the second
inequality is due to d(x, 2(t− t1);H) ≤ C(t− t1)

1
2−β and the last inequality

holds since

(t− t1)
−1+β
2−β ≤





(t3 − t1)
−1+β
2−β = t

−1/2
1 for t ∈ [t3, 2t1]

Ct
−1+β
2−β < t−1/2 for t ∈ [2t1, t2].

Lastly,

The average speed on [t1, t3] :=
d(x, t3 − t1; H)

t3 − t1
≤ C(t3− t1)

−1+β
2−β = Ct

−1/2
1 .

For the proof of main theorem, we will approximate u by a function v,
whose free boundary is Lipschitz in parabolic scaling. More precisely, we
would like v to satisfy

vt/|Dv| ≤ Ct−1/2 for 0 ≤ t ≤ t2
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so that one can apply strong properties of caloric functions in Lipschitz
domains such as Lemma 1.4. By (e) of Lemma 3.1, this upper bound holds
for t ∈ [0, t1]∪ [t3, t2] and it holds for the average speed on [t1, t3]. Hence we
modify v as follows: Let ṽ solve





ṽt −∆ṽ = 0 in {ṽ > 0} ∩Π

ṽ = v at t = 0 and on ∂Λ√t.

Γt(ṽ) = Γt(v) for t ∈ [0, t1] ∪ [t3, t2]

Γt(ṽ) = (1− b)Γt1(v) + bΓt3(v) for t = (1− b)t1 + bt3 ∈ [t1, t3]

Parallel arguments as in the proof of Lemma 3.1 show that (a), (b) and
(d) of Lemma 3.1 also hold for this modified v. (c) and (e) of Lemma 3.1
can be improved as follows.

Lemma 3.2. (c′) Let 0 ≤ t ≤ t2 and let x ∈ Ωt(ṽ), dist(x,Γt(ṽ)) ≤ √
t.

Then
ṽt(x, t) ≥ −Ct−α/2ṽ(x, t).

(e′) For 0 ≤ t ≤ t2 the normal velocity of Γt(ṽ) satisfies

ṽt/|Dṽ| ≤ Ct−1/2

on Γt(ṽ) ∩Br/2(0). Furthermore for t3 ≤ t ≤ t2 we have

(1− 2ε)|Dṽ| ≤ ṽt/|Dṽ| ≤ (1 + 2ε)|Dṽ| (3.8)

on Γt(ṽ) ∩Br/2(0).

Proof. Proof of (c′): The proof is similar to that of (c). Let ω solve heat
equation in Ω(ṽ)∩Π with ω(·, 0) = −C in Ω0(ṽ)∩Π, ω = −C on ∂Π∩Ω(ṽ)
and ω = 0 on Γ(ṽ), where C is the constant given in Lemma 3.1, (a). Then
by maximum principle of the heat equation ṽt ≥ ω.

Observe that Ω(ṽ) is Lipschitz in parabolic scaling, more precisely, for
any y ∈ Γs(ṽ) and s ∈ [0, t2]

w(x, t) := ṽ(
√

s

2
(x− y) + y,

s

2
(t− s) + s)
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has uniformly Lipschitz free boundary in Q1(0). Hence if x ∈ Ωt(ṽ) and
dist(x,Γt(ṽ)) ≤ √

t, then

ṽt(x, t) ≥ ω(x, t) ≥ C
ω(−√ten, t)
ṽ(−√ten, t)

ṽ(x, t) ≥ − C

tα/2
ṽ(x, t)

where the second inequality follows from Lemma 1.3 applied to ω and ṽ and
the last inequality is due to Lemma 2.1.

Proof of (e′):
1. We first claim that

(1− Cε)v ≤ ṽ ≤ (1 + Cε)v on ∂Λε
√

t1
× [t1, t2]. (3.9)

Observe that due to Lemma 2.2 and (3.6),

w1 ≤ u, v, ṽ ≤ w2 in Π ∩ {s ≤ t},

where w1 and w2 are caloric functions respectively in cylindrical domains
Ω0 ∩ B1(0) × [0, t] and (Ω0 + ε2

√
t1en) ∩ B1(0) × [0, t], with initial data u0

and lateral boundary data u on ∂B1(0). Due to their kernel representation,
for x ∈ ∂Λε

√
t1

and t1 ≤ t ≤ t2,

w1(x, t) ≤ w2(x, t) ≤ (1 + ε)w1(x− ε2
√

t1en, t).

But due to Lemma 1.5, there exists 0 < a < 1 depending on M, C0 and n
such that w1 +w1+a

1 is subharmonic. Also due to the properties of harmonic
functions in Lipschitz domain, one can check that

(w1 + w1+a
1 )(x− ε2

√
t1en, t) ≤ (1 + C

ε2
√

t1)
d(x,Γ0)

)(w1 + w1+a
1 )(x, t)

≤ (1 + Cε)w1(x, t)

where C = C(M, n). Thus w1 ≤ w2 ≤ (1 + Cε)w1 and which implies (3.9).
2. Next, by (e) of Lemma 3.1 and the modification of v, for t1 ≤ t ≤ t2

ṽt/|Dṽ| ≤ Ct−1/2

on Γt(ṽ) ∩Br/2(0). Also for 0 ≤ t ≤ t1,

ṽt/|Dṽ| = 0

on Γt(ṽ) ∩Br/2(0).
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This upper bound on speed and (d) of Lemma 3.1 imply that Ω(ṽ) is
Lipschitz in parabolic scaling. Now due to Lemma 3.1 (a), Lemma 2.3 and
Lemma 1.5, there exists 0 < a < 1 depending on M, C0 and n such that
ṽ + ṽ1+a is subharmonic in Λε

√
t1
∩Br(0) for t1 ≤ t ≤ t2. Moreover, by (3.9)

ṽ + ṽ1+a ≤ (1 + Cε)v = (1 + Cε)h

on ∂Λε
√

t1
× [t1, t2]. Since r = o(t1/4

1 ) >>
√

t1, due to Lemma 1.7 we obtain
that for t3 ≤ t ≤ t2

ṽ ≤ ṽ + ṽ1+a ≤ (1 + 2ε)h in Λε2
√

t1
∩Br/2(0).

Hence
|Dṽ| ≤ (1 + Cε)|Dh| on Γt(ṽ) ∩Br/2(0).

Similarly using the fact that ṽ − ṽ1+a is superharmonic we obtain that

(1− Cε)h ≤ ṽ in Λε2
√

t1
∩Br/2(0)

and thus
(1− Cε)|Dh| ≤ |Dṽ| on Γt(ṽ) ∩Br/2(0).

Now we can conclude since Γ(ṽ) = Γ(v) for t3 ≤ t ≤ t2. In other words,

ṽt/|Dṽ| = vt/|Dv| = |Dh| on Γ(ṽ) ∩ {t3 ≤ t ≤ t2}.

For the rest of the paper, we will replace v with ṽ and denote it by v for
convenience. In the following corollary, we show that v is increasing in time
in the ε-scale.

Corollary 3.3. Let 0 ≤ t ≤ t2, then for any s ∈ [0, t] and x ∈ Ωs(v)

v(x, s) ≤ (1 + ε)v(x, t).

Proof. Assume that

t0 := inf{t ∈ [0, t2] : v(x, s) > (1+ε)v(x, t) for some s ∈ [0, t], x ∈ Ωs(v)} < t2.

Then there exist s0 ∈ [0, t0] and x ∈ Ωs0(v) solving v(x, s0) = (1+ ε)v(x, t0).
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Case 1. If dist(x,Γs0(v)) ≤ √
s0, then

v(x, t0) ≥ v(x, s0)− C

∫ t0

s0

t−α/2v(x, τ)dτ

≥ v(x, s0)− Cv(x, t0)t
−α/2+1
0

≥ v(x, s0)− ε2v(x, t0)

where the first inequality follows from (c′) of Lemma 3.2, the second in-
equality is due to the definition of t0. But this contradicts our definition of
t0.

Case 2. Suppose
√

s0 ≤ d := dist(x,Γs0(v)) ≤ √
t0. First observe that,

by the almost harmonicity of v,

d(x,Γs0(v))α ≤ v(x, s0) (3.10)

where 0 < α < 1. Therefore

v(x, t0) ≥ v(x, s0)− C(d2 − s0)− C

∫ t0

d2

t−α/2v(x, τ)dτ

≥ v(x, s0)− Cd2 − C

∫ t0

s0

t−α/2v(x, τ)dτ

≥ v(x, s0)− C(v(x, s0))2/α − ε2v(x, t0)

≥ v(x, s0)− ε2v(x, s0)− ε2v(x, t0)

where the first inequality follows from vt ≥ −C and (c′) of Lemma 3.2,
the third inequality follows from (3.10) and the last inequality holds since
v(x, s0) ≤ Ct

β/2
0 ≤ t

β/2
2 ≤ εm for a sufficiently large m. Again we get a

contradiction.

Case 3. Lastly suppose
√

t0 ≤ dist(x,Γs0(v)). Then similarly as in Case
2,

v(x, t0) ≥ v(x, s0)− Ct0 ≥ v(x, s0)− Cd(x,Γs0(v))2 ≥ v(x, s0)− ε2v(x, s0)

and we conclude.
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Recall that Γt(v) is a Lipschitz graph with respect to en-axis, with Lip-
schitz constant close to L (in particular less than Ln) for 0 ≤ t ≤ t2. This
and (e′) Lemma 3.2 invoke Lemma 1.5 to yield the following statement.

Corollary 3.4. If x ∈ Ωt(v) and d := dist(x,Γt(v)) ≤ √
t, then

dα ≤ v(x, t) ≤ dβ. (3.11)

4 Constructing a subsolution wsub and a superso-
lution wsup

In section 3 v is constructed as an “approximation” of u. Based on v, we
construct a subsolution wsub and a supersolution wsup such that wsub ≤ u ≤
wsup and that wsub and wsup have sufficiently close Lipschitz free boundaries.

1. Construction of a subsolution: Recall that v is a caloric function
in Λ√t∩Br(0)× [0, t2] with v0 = (1−10ε)u0, v = (1−10ε)u on ∂Λ√t∩Br(0),
and with free boundary satisfying (3.8) in Br/2(0).

Due to (3.8), (1 + 2ε)v(x, t) is a subsolution of (ST) in Br/2(0)× [t3, t2],
and one can prove (1+2ε)v ≤ u at t = t3, and on ∂Λ√t ∩Br/2(0). However,
this function (1 + 2ε)v is not guaranteed to be smaller than u on the sides
∂Br/2(0) ∩ Λ√t. Hence to control the values of v on the sides, we will use
a conformal map which bends down the free boundary of v and locates it
below the free boundary of u in the annulus (Br(0)−Br/2(0)) ∩ Λ√t.

Let ψ̂ be the following conformal map

ψ̂(x) =
1

|x− 2en|2 · (x1, ..., xn−1, 2|x− 2en|2 − xn)

and let φ̂ = ψ̂(x + en)− en. Then for x ∈ Γt(v) ∩ (Br(0)−Br/2(0)),

φ̂(x) ∈ x− r2/10en + W (π/3,−en)

where W (θ, ν) := {y ∈ IRn : (y, ν) ≥ |y| cos(θ)} is a cone with axis ν and
opening angle 2θ. Figuratively speaking, φ̂ bends down the free boundary
Γt(v) toward −en-direction at least by r2/10 in Br(0) − Br/2(0). Also in
Br(0), φ̂(Γt(v)) is contained in the 10r2-neighborhood of Γt(v), and

|∇φ̂− I| ≤ Cr

where I is the identity matrix. (Due to this bound on ∇φ̂, the speed of
φ̂(Γt(v)) will be sufficiently close to the speed of Γt(v) in Br(0) if r is small
enough.)
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Next define v̂ in Br(0)× [0, t2] as follows:





v̂t −∆v̂ = 0 in {v̂ > 0}

Γt(v̂) = φ̂(Γt(v)) in Br(0)

v̂ = v on (∂Λ√t ∩Br(0)) ∪ (Λ√t ∩ ∂Br(0))

v̂0 = v0 in {v̂0 > 0} ∩Br(0)

Note that since φ̂(Γ0(v)) is located below Γ0(v), the initial positive set {v̂0 >
0} is a subset of {v0 > 0} and the initial value v̂0 has discontinuities on the
initial free boundary Γ0(v̂).

Now define our barrier function wsub as below:

wsub(x, t) = (1 + 5ε)v̂(x, t).

Our first task is to prove that wsub ≤ u for 0 ≤ t ≤ t2. Let us begin by
enlisting some properties of wsub.

Lemma 4.1. (a) wsub
t −∆wsub = 0 in Ω(wsub).

(b) wsub ≤ (1− 5ε)u for 0 ≤ t ≤ t3.

(c) For t3 ≤ t ≤ t2, the free boundary velocity of wsub satisfies

wsub
t /|Dwsub| ≤ |Dwsub| on Γt(wsub) ∩Br/2(0). (4.1)

(d) For 0 ≤ t ≤ t2

(Γt(wsub) ∩ (Br(0)−Br/2(0))) ⊂ Ωt(u).

(e) For 0 ≤ t ≤ t2

wsub ≤ u on (∂Λ√t ∩B3r/4(0)) ∪ (∂B3r/4(0) ∩ Λ√t). (4.2)

Proof. Proof of (b): Let x ∈ Γ0(u). Using a barrier argument with u0(−sen) ≥
sα, one can prove that

d(x, t1; u) ≥ t
1

2−α

1 .
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Also observe that

d(x, t3; v) ≤ (t3 − t1)
1

2−β = t
1

2(1−β)

1 ≤ t
1

2−α

1 ≤ d(x, t1;u),

where the second inequality follows from the assumption α < 2β. Hence we
conclude that Ωt(v) is contained in Ωt(u) for 0 ≤ t ≤ t3. (b) then follows
since Ωt(wsub) is contained in Ωt(v) and wsub ≤ (1+5ε)v ≤ (1− 5ε)u on the
parabolic boundary of Π.

Proof of (c): By (3.8), vt/|Dv| ≤ (1 + 2ε)|Dv| on Γt(v) ∩ Br/2(0).
Since Γt(wsub) = φ̂(Γt(v)) with |∇φ̂ − I| ≤ r ≤ ε in Br(0), the normal
velocity Vx,t of Γt(wsub) at (x, t) satisfies the following inequalities: For
x ∈ Γt(wsub) ∩Br/2(0) and t3 ≤ t ≤ t2

Vx,t = wsub
t (x, t)/|Dwsub(x, t)|

≤ (1 + ε)vt(φ̂−1(x), t)/|Dv(φ̂−1(x), t)|

≤ (1 + 3ε)|Dv(φ̂−1(x), t)|
where the last inequality follows from (3.8). Hence it suffices to prove

(1 + 3ε)|Dv(φ̂−1(x), t)| ≤ |Dwsub(x, t)|
for x ∈ Γt(wsub) ∩ Br/2(0) and t3 ≤ t ≤ t2. Let ζ = (1 + 5ε)v − wsub

in {wsub > 0}. Then ζ is a positive caloric function with the following
boundary values:

ζ =





0 on (∂Λ√t ∩Br(0)) ∪ (Λ√t ∩ ∂Br(0))

(1 + 5ε)v on Γt(wsub).

Recall that Γt(wsub) is contained in the 10r2-neighborhood of Γt(v) in Br(0),
and by (3.4)

10r2 ≤ ε2
√

t1.

On the other hand, by Lemma 1.5, v(·, t) and wsub(·, t) are almost har-
monic in

√
t/2-neighborhood of Γ0(v) ∩ B(1−ε)r(0) because the free bound-

aries of v and wsub are Lipschitz in parabolic scaling. Since Γt(wsub) is
contained in the ε2

√
t1-neighborhood of Γt(v), Lemma 1.9 implies that for

x ∈ Γt(wsub) ∩B(1−2ε)r(0)

v(x, t) ≤ Cε2βv(x−
√

t1
2

en, t). (4.3)
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By definition ζ has boundary values (1+5ε)v on Γt(wsub) and ζ = 0 elsewhere
on its parabolic boundary. Therefore (4.3) implies that for z ∈ ∂Λ√t1/2 ∩
B(1−2ε)r(0)

ζ(z, t) ≤ C sup{ζ(x, t) : x ∈ B√t1
(z) ∩ Γt(wsub)} ≤ Cε2βv(z, t).

Hence
ζ ≤ Cε2βv ≤ εv on ∂Λ√t1/2 ∩B(1−2ε)r(0).

Since ζ = (1 + 5ε)v − wsub, the above inequality implies

(1 + 4ε)v ≤ wsub on ∂Λ√t1/2 ∩B(1−2ε)r(0). (4.4)

Using the property |∇φ̂− I| ≤ ε, (4.4) and the almost harmonicity of v and
wsub, we conclude

(1 + 3ε)|Dv(φ̂−1(x), t)| ≤ |Dwsub(x, t)|

for x ∈ Γt(wsub) ∩Br/2(0) and t3 ≤ t ≤ t2.

Proof of (d): In Br(0)−Br/2(0), φ̂ bends down the free boundary Γt(v)
at least by r2/10. Also, (3.4) implies that Γt(v) moves at most by r2/10 in
Br(0) for t ≤ t2. Hence

(Γt(wsub) ∩ (Br(0)−Br/2(0))) ⊂ Ω0(v) ⊂ Ωt(u).

Proof of (e): On ∂Λ√t ∩ B3r/4(0), the inequality follows from the con-
struction of v and wsub. On ∂B3r/4(0) ∩ Λ√t, we prove (e) by showing that

wsub ≤ u1 ≤ u,

where u1 solves




(u1)t −∆u1 = 0 in {u1 > 0}

u1(·, 0) = u(·, 0) in Λ√t ∩Br(0)

u1 = u on ∂Λ√t ∩Br(0)

u1 = 0 on ∂Br(0) ∩ Λ√t

Γt(u1) = Γ0(u) for 0 ≤ t ≤ t2.
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By maximum principle for the heat equation u1 ≤ u. Next we show
wsub ≤ u1 on ∂B3r/4(0)∩Λ√t. Observe that wsub and u1 are almost harmonic
with

wsub ≤ (1− 5ε)u = (1− 5ε)u1 on ∂Λ√t ∩B9r/10(0).

Moreover by construction

{wsub > 0} ∩ (B9r/10(0)−Br/2(0)) ⊂ {u1 > 0}.

Since the length r of the strip Λ√t ∩ (B9r/10(0) − Br/2(0)) is much larger
than its width

√
t, i.e., since r ≥ √

t/ε, it suffices to prove the following
inequality : for some c > 0

sup{v(x, t) : x ∈ (∂B9r/10(0) ∪ ∂Br/2(0)) ∩ Λ√t}
≤ ε−c sup{v(x, t) : x ∈ ∂B3r/4(0) ∩ Λ√t}.

But this is a direct consequence of (3.11).

Now we prove the following corollary of Lemma 4.1.

Corollary 4.2. wsub ≤ u in B3r/4(0)× [0, t2].

Proof. By Lemma 4.1 (b), wsub ≤ u for 0 ≤ t ≤ t3. For t ≥ t3, Lemma 4.1 (b)
and (e) imply that wsub ≤ u on the parabolic boundary of Λ√t ∩B3r/4(0)×
[t3, t2].

Lemma 4.1 (d) implies that Γt(wsub) cannot hit Γt(u) in Br(0)−Br/2(0),
and Lemma 4.1(c) implies that Γt(wsub) cannot hit Γt(u) first in Br/2(0).
Hence we conclude wsub ≤ u in B3r/4(0)× [0, t2].

2. Construction of a supersolution: The function v will be again
used in the construction of wsup as in the construction of wsub, so that the
free boundary of wsup is very close to that of wsub.

To make wsup larger than u on ∂B3r/4, this time we will bend up the
free boundary of v toward en-direction so that it is located above Γt(u) in
Br(0)−Br/2(0). Let φ̆ be the conformal map constructed in section 2. Then
φ̆ bends up the free boundary Γt(v) at least by r2/10 in Br(0)−Br/2(0). v̆
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is then defined in Br(0)× [0, t2] as follows.




v̆t −∆v̆ = 0 in {v̆ > 0}

Γt(v̆) = φ̆(Γt(v)) in Br(0)

v̆ = v on (∂Λ√t ∩Br(0)) ∪ (Λ√t ∩ ∂Br(0))

v̆0 = v0 in Λ√t ∩Br(0)

To construct a supersolution based on v̆, we state some properties of v̆
in Lemma 4.3. Proof of the lemma is parallel to that of Lemma 4.1.

Lemma 4.3. (a) For t3 ≤ t ≤ t2, the normal velocity of Γt(v̆) satisfies

v̆t/|Dv̆| ≥ (1− 5ε)|Dv̆| on Γt(v̆) ∩Br/2(0). (4.5)

(b) Γ0(v̆) ∩ (Br(0)−Br/2(0)) is located above Γt(u) for 0 ≤ t ≤ t2, i.e.,

Γ0(v̆) ∩ (Br(0)−Br/2(0)) ⊂ {x : u(x, t2) = 0}.

(c) On ∂Λ√t ∩B3r/4(0) and ∂B3r/4(0) ∩ Λ√t,

v̆ ≥ (1− 15ε)u. (4.6)

(a) of Lemma 4.3 yields in particular that the free boundary of ω :=
v̆(x, (1+6ε)t) moves with its normal velocity faster than |Dω| for t3 ≤ t ≤ t2.
However ω is not quite comparable to u, since ω is not a supersolution of the
heat equation. Hence we still need more (rather technical) work to construct
our supersolution wsup. This is done below.

Corollary 4.4. For t3 ≤ t ≤ t2 let

wsup(x, t) = α(t)v̆(x, t + εg(t))

where α(t) = 1+ εf(t), f(t) = 20(
t

t3
)(1−β)/m1 and g(t) =

∫ t

t3

10f(s)ds. Then

wsup is a supersolution in Λ√t ∩B3r/4(0)× [t3, t2 + t3] and

u(·, t) ≤ wsup(·, t + t3).

26



Proof. 1. In Λ√t ∩Br(0)× [t3, t2 + t3]

wsup
t −∆wsup = α′(t)v̆ + (1 + εg′(t))α(t)v̆t − α(t)∆v̆

= α′(t)v̆ + (1 + εg′(t))α(t)v̆t − α(t)v̆t

= εf ′(t)v̆ + 10εf(t)(1 + εf(t))v̆t

≥ ε(1− β)fv̆

m1t
− 10εf(1 + 20ε(

t

t3
)(1−β)/m1)Ct−α/2v̆

≥ εf v̆

t
(
1− β

m1
− 10C(1 + 20ε(

t2
t3

)(1−β)/m1)t(2−α)/2
2 )

≥ εf v̆

t
(
1− β

m1
− 10C(1 + 20ε1/2)t(2−α)/2

2 )

≥ 0

where the first inequality follows from (c′) of Lemma 3.2, the last inequality
is due to (3.1) and (3.2), and the third inequality holds since

(
t2
t3

)(1−β)/m1 < t
(β2−2β)/2m1

1 = ε(β
2−2β)/2 < ε−1/2.

Now on the free boundary Γt(wsup) ∩B3r/4(0),

wsup
t = (1 + 10εf)α(t)v̆t

≥ (1 + 10εf)(1− 5ε)α(t)|Dv̆|2

=
(1 + 10εf)(1− 5ε)

1 + εf
|Dwsup|2

≥ |Dwsup|2

where (4.5) yields the first inequality, the construction of wsup yields the
second equality and f(t) > 20 yields the last. It is verified now that wsup is
a supersolution in Λ√t ∩B3r/4(0)× [t3, t2 + t3].

2. We will compare u(·, t) and wsup(·, t + t3), at t = 0 and on the lateral
boundary

Σ := (∂Λ√t ∩B3r/4(0)) ∪ (Λ√t ∩ ∂B3r/4(0)).
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In Λ√t3
∩B3r/4(0)

u(·, 0) =
v(·, 0)
1− 10ε

≤ v(·, t3)
(1− 10ε)(1− ε)

≤ v̆(·, t3)
(1− 10ε)(1− ε)

=
wsup(·, t3)

(1− 10ε)(1− ε)(1 + 20ε)

≤ wsup(·, t3)
where the first inequality follows from Corollary 3.3. Therefore u(·, t) ≤
wsup(·, t + t3) at t = 0.

Next on Σ

u(·, t) ≤ v(·, t)
1− 15ε

≤ v(·, t + t3 + εg(t + t3))
(1− 15ε)(1− ε)

≤ v̆(·, t + t3 + εg(t + t3))
(1− 15ε)(1− ε)

=
wsup(·, t + t3)

(1− 15ε)(1− ε)α(t)

≤ wsup(·, t + t3)

where the first inequality follows from (4.6), the second inequality from
Corollary 3.3 and the last inequality due to the fact α(t) ≥ 1 + 20ε.

3. By step 1., wsup(x, t+ t3) is a supersolution in Λ√t∩B3r/4(0)× [0, t2].
By 2, u(x, t) ≤ wsup(x, t+t3) on the parabolic boundary. Hence we conclude
that in Λ√t ∩B3r/4(0)× [0, t2],

u(x, t) ≤ wsup(x, t + t3).

5 ε-monotonicity of u

In sections 3 and 4, we construct a subsolution wsub(x, t) and a super solution
wsup(x, t + t3) such that

wsub(x, t) ≤ u(x, t) ≤ wsup(x, t + t3) in B3r/4(0)× [0, t2].

28



Hence we can locate the free boundary Γt(u) of u between the Lipschitz free
boundaries Γt(wsub) and Γt(wsup(·, ·+ t3)). Recall that Γt(wsub) = Γt(v̂) =
φ̂(Γt(v)) and

Γt(wsup(·, ·+ t3)) = Γt+t3+εg(t+t3)(v̆) = φ̆(Γt+t3+εg(t+t3)(v)).

Here one can observe

εg(t + t3) ≤ Cεt3(
t + t3

t3
)

1−β
m1

+1 ≤ Cε(
t + t3

t3
)

1−β
m1 (t + t3)

≤ Cε(
t2
t3

)
1−β
m1 (t + t3)

≤ Cε1−(β(1−β))/2(t + t3)

≤ ε7/8(t + t3).

Hence, Γt(u) is located between φ̂(Γt(v)) and φ̆(Γ(1+ε7/8)(t+t3)(v)).

Clearly our hope now is to show that these two trapping boundaries are
close to each other, in comparison to the distance it has moved. For this
purpose it is necessary to first show that the distance Γ(v) has moved by
time t = t3 is small.

For x ∈ Γ0 denote d(x, t) to be the distance Γ(v) has traveled in the
direction of en by time t: i.e., d(x, t) = {d : x + den ∈ Γt(v)}. (Note that
such d is unique since Γt(v) is Lipschitz with respect to en-axis.)

Lemma 5.1. For any x ∈ Γ0 ∩B1(0) and for t1 ≤ t ≤ t2,

d(x, t) ≤ C(
t

t2
)γd(x, t2),

where C depends on M and 0 < γ < 1 depends on L and n.

Proof. Let x ∈ Γ0 ∩B1(0). Recall that Lemma 2.3 and Corollary 3.3 imply

C−1 ≤ v(x−√ten, t)
v(x−√ten, 0)

≤ C.

Also due to Lemma 3.2 (e′), Γ(v) is Lipschitz in space and time, and hence
v is almost harmonic. Since d(x, t2) ≤ ε2

√
t1 (see (3.7)), we have

C−1 ≤ v(x− ε
√

t1en, t)
v(x− ε

√
t1en, 0)

≤ C. (5.1)
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Recall that Γ(v) is determined by Γ(h), where h (constructed in (3.5)-
(3.6)) solves the Hele-Shaw equation on [t1, t2]. Since h = v on Λε

√
t1

, (5.1)
enable us to apply Theorem 0.2. Hence for d := d(x, t),

t ∼ d2

h(x− den, t)
. (5.2)

Choose c = c(x, t) < 1 such that d := d(x, t) = cd(x, t2) := cd2. Then by
Hölder continuity of harmonic functions in Lipschitz domains (Lemma 1.7)

h(x− d2en, t) ≥ c−βh(x− den, t).

Combining this inequality with (5.2),

t ∼ d2

h(x− den, t)
≥ c2d2

2

cβh(x− d2en, t)
∼ c2−βt2

where the last approximation follows from Lemmas 2.1 and 2.3, the fact that
h(x− d2en, t) ∼ v(x− d2en, t) (0 ≤ t ≤ t2) and (5.2). Hence we obtain

d(x, t)
d(x, t2)

= c ≤ C(
t

t2
)1/(2−β).

Lemma 5.2. Let s be the distance Γt(v) moves by t = t2 near 0, i.e.,

s = d(0, t2; v).

Then for 0 ≤ t ≤ t2 the free boundaries φ̂(Γt(v)) and φ̆(Γ(1+ε7/8)(t+t3)(v))
are

√
εs-close in B2s(0). In particular, Γt(u) is

√
εs-close to Γt(v) in B2s(0).

Proof. Since |Dφ̂− I| ≤ ε and |Dφ̆− I| ≤ ε in Br(0), it suffices to prove the
lemma for Γt(v) and Γt̃(v), where t̃ = (1 + ε7/8)(t + t3). First we prove that
for x ∈ Γ0(v), 0 < δ < 1 and t3 ≤ t ≤ t2

d(x, (1 + δ)t)− d(x, t) ≤ Cδd(x, t). (5.3)

To prove (5.3), recall that v remains comparable in time on ∂Λε
√

t1
× [t3, t2].

Then by Theorem 0.2, for y := x + den ∈ Γt(v) and z ∈ Γs(v) ∩Bd/2(y)

Vz,s = |Dh(z, s)| ∼ |Dh(y, t)| = Vy,t ∼ d/t (5.4)

where Vz,s and Vy,t denote the normal velocities of Γ(v) at (z, s) and (y, t).
This implies (5.3).
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Now fix t ∈ [0, t2]. Then

t̃ = (1 + ε7/8)(t + t3) ≤ t + 2t3 + 2ε7/8t. (5.5)

We divide into two cases.
Case 1. If t3 ≤ ε7/8t, then for x ∈ Γ0(v) ∩B2s(0)

d(x, t̃)−d(x, t) ≤ d(x, t+4ε7/8t)−d(x, t) ≤ Cε7/8d(x, t) ≤ Cε7/8d(x, t2) ≤
√

εs

where the second inequality follows from (5.3) and the last inequality follows
from d(x, t2) ∼ d(0, t2).

Case 2. If ε7/8t ≤ t3, then

t̃ ≤ t3

ε7/8
+ 4t3 ≤ t3

ε6/7
.

Hence for x ∈ Γ0(v) ∩B2s(0)

d(x, t̃)− d(x, t) ≤ d(x, t̃) ≤ d(x,
t3

ε6/7
) ≤ C(

t3

ε6/7t2
)γd(x, t2) ≤

√
εs

where the third inequality follows from Lemma 5.1 and the last inequality
follows since t3/t2 is sufficiently small.

We use the corollary in the proof of Proposition 5.4.

Corollary 5.3. There exists 0 < γ(n,L) < 1 such that for s = d(0, t2; v)
and 0 ≤ t ≤ t2, the free boundaries φ̂(Γt(v)) and φ̆(Γ(1+ε7/8)(t+t3)(v)) are
ε1/4s-close in Bε−γs(0).

Proof. Let γ > 0 be a sufficiently small constant and let x0 ∈ Γ0 ∩Bε−γs(0).
Recall that Γt(v) is well approximated by a free boundary Γt(h) of a Hele-
Shaw flow, with v = h on ∂Λ√εt1 . Since v remains comparable in time on
∂Λ√εt1 , one can prove that

d(y, t2; v) ≤ ε−γαd(0, t2; v)

where 0 < α < 1 is a constant depending on n and L. (See Lemma 2.5
of [CJK] for a detailed proof.) Combining this inequality dswith Lemma
5.2, we obtain that φ̂(Γt(v)) and φ̆(Γ(1+ε7/8)(t+t3)(v)) are ε1/2−γαs-close in

Bε−γs(0). By choosing γ <
1
4α

, we conclude.

Now we show that the positive level sets of u is close to those of h.
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Proposition 5.4. The level sets of u are ε1/4s-close to those of v and there-
fore to those of h defined in the construction of v in B2s(0)× [t1, t2].

Proof. Recall that Γt(u) is trapped between Γ1
t and Γ2

t where

Γ1
t = φ̂(Γt(v)) and Γ2

t = φ̆(Γ(1+ε7/8)(t+t3)(v)).

Also note that Γ1
t and Γ2

t are ε1/4s-close in Bε−γs(0) by Corollary 5.3. Now to
prove the positive level sets of u are close to Lipschitz graphs, we invoke the
arguments used in the proof of Lemma 3.2 (e′): more precisely two caloric
functions w1 and w2 will be constructed with Dirichlet boundaries Γ1

t and
Γ2

t , to confine u in between.
Construct parabolic domains Π1 and Π2 as below: for any t ∈ [0, t2],

define
Π1 ∩ {t = t} = (

⋃

η≥0

(Γ1
t − ηen)) ∩ Λs ∩Bε−γs(0)

and
Π2 ∩ {t = t} = (

⋃

η≥0

(Γ2
t − ηen)) ∩ Λs ∩Bε−γs(0).

For i = 1, 2 let wi be the caloric function in Πi with wi = 0 on Γi
t and

wi = u on the rest of the parabolic boundary of Πi. Observe that Γ1
t and

Γ2
t are ε1/4s-close in a ball Bε−γs(0), whose radius ε−γs is much larger than

dist(Γ0 − sen, Γ2
t ). Using this fact, one can compute as in step 1. of the

proof of Lemma 3.2 (e′) to show that

w1(x, t) ≤ u(x, t) ≤ w2(x, t) ≤ (1+Cε1/4)w1(x−ε1/4sen, t) in B2s(0). (5.6)

The above inequality concludes the proof of Proposition 5.4.

Corollary 5.5. (Harnack-type inequality) Let x ∈ Γ0 ∩B2s(0),
t2
2
≤ t ≤ t2

and let d = d(x, t; u). Then

t ∼ d2

u(x− den, t)
∼ d2

u(x− den, t1)
. (5.7)

Proof. For x ∈ Γ0 ∩ B2s(0) and t ∈ [
t2
2

, t2], let d = d(x, t; u). Then by

Corollary 5.3 and (5.4)

d ∼ d(0, t; v) ∼ d(x, t2; v) = d(x, t2; h).
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Combining above approximation with (5.2), we get

t ∼ d2

h(x− den, t)
.

Then Corollary 5.5 follows since

h(x− den, t) ∼ h(x− den, t1) ∼ v(x− den, t1) ∼ u(x− den, t1)

where the first follows from (5.1) and Theorem 0.2, the second follows from
the almost harmonicity of v, and the last follows from (5.6).

Due to Proposition 5.4, the level sets of u is ε1/4s-close to those of h in
B2s(0) by the time Γ(u) reaches sen. We mention that ε can be chosen as
small as we need: indeed 0 < ε < ε0(n), and s depends on ε, C0 and M .

Now define a re-scaled function in Q1:

ũ(x, t) = ρ−1u(sx, s2ρ−1t + t1), ρ = u(−sen, t1) (5.8)

where s = d(0, t2; u)(1 + O(ε)) and s2ρ−1 ∼ t2 by Corollary 5.5. Then ũ
solves 




ρũt −∆ũ = 0, in Ω(ũ)

ũt = |Dũ|2 on Γ(ũ).
(5.9)

Next Corollary is due to Proposition 5.4 and the non degeneracy of h.
The proof is parallel to that of Proposition 5.1 and Corollary 5.2 in [CJK2].

Corollary 5.6. ũ(x, t) is non-degenerate on its free boundary in ε1/4-scale:

sup
y∈B

ε1/4 (0)
ũ(y, t) ≥ Cε1/4,

where C = C(L,M, n).

Let h̃ be the correspondingly scaled version of h, i.e,

h̃(x, t) = ρ−1u(sx, s2ρ−1t + t1), ρ = u(−sen, t1).

The next corollary is a re-scaled version of Proposition 5.4, combined
with properties of the level sets of h̃. Below (h̃)n denotes Dh̃ · (−en).

Corollary 5.7. The level sets of ũ is ε1/4- close to those of h̃. Moreover

33



(a) The positive level sets of h̃ are Lipschitz graphs in space with Lipschitz
constant less than Ln.

(b) h̃ ≤ M in Q1;

(c) Γ(h̃) is a Lipschitz graph in space and time, with spatial Lipschitz con-
stant less than Ln.

(d) ρh̃t ≤ Ch̃n.

(e) h̃t ≥ −Ah̃n, where A is given in Lemma 3.1 (c).

Proof. 1. The first statement is a direct consequence of Proposition 5.4,
thus it remains to check the properties of h̃. (a) is due to Lemma 3.1 (d).

2. (b) follows from Lemma 3.1 (a), (3.7), the Harnack inequality in
Theorem 1.2 of [CJK2] and the Carlson Lemma for harmonic functions.

3. (c) follows from (b) and Lemma 3.2 (e’).
4. (d) follows from Theorem A of [ACS], Lemma 3.1 (a) and Lemma 3.2

(e’).
5. (e) is due to (b), Lemma 3.1 (b) and Lemma 1.8.

6 Free boundary regularity based on flatness

Based on Proposition 5.4 and Corollary 5.5, the proof of Theorem 0.1
follows from the iteration method developed in [ACS2] and [CJK2].

Let ũ be as in (5.8). Since s → 0 as ε → 0, the following proposition
yields the main theorem (Theorem 0.1):

Proposition 6.1. In B1(0)× [1/2, 1] the free boundary Γ(ũ) is a C1 graph
in space and time. Moreover, ũ ∈ C1(Ω̄(ũ)) and

C−1 ≤ |Dũ|(x, t) ≤ C,

where C only depends on M and n.

Theorem 1.4 in [ACS2] yields the corresponding result for ũ solving (5.9)
with ρ = 1, and Theorem 1.1 in [CJK2] for ũ solving (5.9) with ρ = 0. For
general case 0 ≤ ρ ≤ 1 , the proof of Proposition 6.1 follows by interpolating
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the proof of Theorem 1.4 in [ACS2] and Theorem 1.1 in [CJK2]. In the
appendix we outline the series of technical modifications which is necessary
to prove the proposition.

A Regularity of the free boundary

Let ũ as defined in (5.8) and let et = (0, ..., 1) be the unit vector in the time
direction. Following the notations in [ACS2] we define ε-monotonicity as
below:

Definition A.1. (a) Given ε > 0, a function w is called ε-monotone in
the direction τ if

u(p + λτ) ≥ u(p) for any λ ≥ ε.

(b) Wx(θx, e) and Wt(θt, ν) with e ∈ IRn and ν ∈ span(en, et) respectively
denote a spatial circular cone of aperture 2θx and axis in the direc-
tion of e, and a two-dimensional space-time cone in (en, et) plane of
aperture 2θt and axis in the direction of ν.

(c) w is ε-monotone in a cone of directions if w is ε-monotone in every
direction in the cone.

Due to Proposition 5.4 and Corollary 5.7, ũ is ε1/4-monotone in

C = Γx(θx, en) ∪ Γt(θt, ν)

with cot θx ≤ Ln,ν ∈ span(en, et).
Moreover due to Corollary 5.7 (a),

ũ(−en, 0) = 1, sup
Q1

ũ ≤ M.

A.1 Lipschitz in space

First we follow the arguments in [ACS2] to show that ũ is fully monotone
in a smaller cone in Q1/2. Without loss of generality we replace ε1/4 by ε.

Let us consider w(x, t) := ũ(x, ρt). Then w solves the heat equation in
B1(0)× [0, ρ−1], and w is ε-monotone in Wx(θx, en) (the same space cone as
ũ), and ερ-monotone in a time cone Wt(θ̃t, en) with aperture bigger than a
constant c(M, n).

For later purpose we state a modification of Lemma 9 in [ACS], with the
minimal assumptions on the caloric function v necessary in the proof:
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Lemma A.2. Let v satisfy avt − ∆v ≤ 0 in {v > 0} and v is monotone
for the space cone Γx(θ0, en). Moreover suppose |avt| ≤ Cvn. Then for the
function defined in Lemma 9 in [ACS] with its constants depending on n, θ0

and C,
ṽ(x, t) := sup

Bϕ(x,t)

ũ(y, s)

is sub-caloric in {v > 0} ∩D′ and in {v < 0} ∩D′.

We apply above lemma to w and proceed as in the proof of Lemma 7.2
in [ACS2] to derive full monotonicity (space-time) in half of the original
domain. Note that w satisfies the free boundary velocity law

wt = ρ|Dw|2 on Γ(w),

which is slower than the one in (ST) by a factor of ρ and thus will slow down
the regularization of the free boundary in the proof of Lemma 7.2. On the
other hand we also have a long time interval [ρ−1, ρ−1] for the regularization
over time. Hence we obtain the following lemma:

Lemma A.3. There exist constants 0 < ε0, λ < 1 depending on n, δ, µ
such that if ε < ε0, δ then w is λερ-monotone in the cone of directions
Γx(θx−c̄εβ, en) and Γt(θt−c̄εβ, ν) in the domain B1−εα(0)×[ρ−1(1−εα), ρ−1]
where 0 < α < β < 1/2.

The proof of Lemma A.3 is parallel to that of Lemma 7.2 in [ACS2].
One can then iterate above lemma to improve the ε-monotonicity to full

monotonicity, and state the result in terms of ũ:

Lemma A.4. ũ is fully monotone in Q1/2 for the cone

C1 := Γx(θx − Cεβ, en) ∪ Γt(θt − Cρεβ, ν),

for some constants C,α, β > 0.

Corollary A.5. ũ satisfies

|ρũt| ≤ ũn in Q1.

A.2 Regularity in space

To Proceeding from Lipschitz to C1 regularity in space, we first estimate

the change of
Du

|Du| away from the boundary:
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Lemma A.6 (Interior enlargement of the space cone). Let ũ as above. In
addition suppose that u(·, t) is monotone for the cone Wx(νl, θl) in B2−l+1(0)×
(0, 2−lδl) with ũ(−2−len, 0) = 2−l and δl = π/2− θl > l−2. Then for l > l0
where l0 depending only on θ0 and n, there exists a unit vector νl+1 ∈ IRn,
0 < h0(n) < 1 and 0 < r0(n) < 1 such that ũ(·, t) is monotone increasing in
B2−l−5(−2−l−1en)× (0, r02−lδl) for the cone η ∈ Wx(νl+1, θl+1) with

δl+1 ≤ h0δl.

The proof of above lemma is parallel to that of Lemma 6.1 in [CJK2],
and uses Proposition 5.4 instead of Proposition 4.1 in [CJK2].

The second lemma, combined with the one above, states that for any
free boundary point (x0, t0), Dũ

|Dũ| converges as we approach the point. The
rate of this convergence determines the regularity of Γ(u) in space.

Lemma A.7 (basic iteration). Let ũ solve (5.9) in Q1 with (0, 0) ∈ Γ(ũ), ũ(−3
4en, 0) =

1 and |Dũ| > m0 in Γ(ũ). In addition suppose that |aũt| ≤ Cũn and there
exists a unit vector ν ∈ IRn and 0 < b0 < 1 such that

α(Dũ,−en) ≤ δ in B1(0)× (−2r, 2r)

and
α(Dũ, ν) ≤ b0δ in B1/16(−en)× (−2r, 2r).

Then there exists a unit vector ν1 ∈ IRn and a constant 0 < c < 1 depending
on n,m0 and b0 such that

α(Dũ(x, t), ν1) ≤ δ1 in B1/2(0)× (−r, r)

where δ1 ≤ δ − cδr.

Now proceeding as in section 6 in [CJK2] yields the C1 regularity of the
free boundary:

Theorem A.8. Γ(ũ) is C1 in space in Q1/2. In particular, three exist
constants l0, C0 > 0 depending only on L, n and M such that for a free
boundary point (x0, t0) ∈ Γ(ũ), Γ(ũ) ∩B2−l(x0, t0) is a Lipschitz graph with

Lipschitz constant less than
C0

l
if l ≥ l0.

.
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A.3 Regularity in time

Lastly, proceeding as in section 7-8 of [CJK2] yields the differentiability of
Γ(u) in time. The main step in the argument is the following proposition:
the statement and its proof is parallel to those of Theorem 7.2 in [CJK2].

Proposition A.9. There exist constants l0 > 0 and 1 < γ < 2 depending
only on L, n, M such that for (x0, t0) ∈ Γ(ũ) ∩ Q1, if l > l0 then Γ(ũ) ∩
B2−l(x0, t0) is a Lipschitz graph with Lipschitz constant less than l−γ.

Above proposition and the blow-up argument in section 8 of [CJK2]
yields the desired result:

Theorem A.10.

C−1 ≤ |Dũ|(x, t) ≤ C in Ω̄(ũ) ∩Q1/2,

where C = C(M, n). Moreover Γ(ũ) is differentiable in time with its normal
velocity Vx,t = |Dũ| on Γ(ũ).
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