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Abstract

Continued fractions in $\mathbb{R}$ have a single definition and algorithms for approximating them are well known. There also exists a well known result which states that $\sqrt{m}$, $m \in \mathbb{Q}$, always has a periodic continued fraction representation. In $\mathbb{Q}_p$, the field of $p$-adics, however, there are competing and non-equivalent definitions of continued fractions and no single algorithm exists which always produces a periodic continued fraction for $\sqrt{m}$. In Jerzy Browkin’s 1978 and 2000 papers, Continued Fractions in Local Fields, I and II, respectively, Browkin presents two definitions for a $p$-adic continued fraction and presents several algorithms for computing continued fraction approximations to $p$-adic square roots with the end-goal of finding periodic continued fraction expansions. This paper will serve as an introduction to $p$-adic numbers and as an exploration of the definitions and algorithms associated with $p$-adic continued fractions.

1 Definitions

Definition: Cauchy Sequence: Let $\{x_n\}_{n \in \mathbb{N}}$ be a sequence. Then, $\{x_n\}_{n \in \mathbb{N}}$ is a Cauchy Sequence if

for all $\epsilon > 0$ there exists $N \in \mathbb{N}$ such that, for all $n \geq N$, $|x_n - x_{n+1}| < \epsilon$.

Note that the summation of a Cauchy Sequence, $\sum_{i=0}^{\infty} x_i$, converges.

Definition: Valuation: Let $K$ be a field. A valuation on $K$ is a function $| \cdot | : K \rightarrow \mathbb{R}$ with the following properties:

1. $|a| \geq 0$ for all $a \in K$, and $|x| = 0$ if and only if $x = 0$.

2. $|a \cdot b| = |a| \cdot |b|$ for all $a, b \in K$. 


3. \(|a + b| \leq |a| + |b|\) for all \(a, b \in K\).

Specifically, if we take \(K = \mathbb{Q}\), then \(a \in \mathbb{Q}\) can be written as \(a = \frac{a'}{b'}p^n\) for a prime \(p\) where \(p\) does not divide \(a\) or \(b\). The valuation \(|\cdot|_p\) is then given by:

\[
|x|_p := \begin{cases} \frac{1}{p^n} & \text{if } x \neq 0, \\ 0 & \text{if } x = 0. \end{cases}
\]

**Definition: Metric:** A metric space is a space \(K\) with a function \(d: K \times K \to \mathbb{R}\) such that:

1. \(d(x, y) \geq 0\), for all \(x, y \in K\).
2. \(d(x, y) = d(y, x)\), for all \(x, y \in K\).
3. \(d(x, z) \leq d(x, y) + d(y, z)\), for all \(x, y, z \in K\).

In particular, it can be shown that \(|a - b|_p\) is a valuation on \(\mathbb{Q}_p\), for \(a, b \in \mathbb{Q}_p\).

**Definition: Completion:** Let \(K\) be a metric space with a metric \(d: K \times K \to \mathbb{R}\). Let \(\hat{K}\) be the set of all Cauchy sequences in \(K\). We then define the equivalence relation between Cauchy sequences, \(\sim\), as \(x_n \sim y_n\) if the sequence \(\{x_0, y_0, x_1, y_1, \ldots, x_n, y_n, \ldots\}\) is also a Cauchy sequence. Let \(\hat{K}\) be the set of all equivalence classes in \(\overline{K}\). The metric \(d\) then extends like so:

\[
d(\{x_n\}, \{y_n\}) = \lim_{n \to \infty} d(x_n, y_n).
\]

\(\hat{K}\) is called the completion of \(K\).

**Definition: \(\mathbb{Q}_p\):** Given a prime \(p\), the \(p\)-adic integers, \(\mathbb{Z}_p\), are obtained by taking the completion of \(\mathbb{Z}\) with respect to the metric induced by the valuation \(|\cdot|_p\). The field of \(p\)-adic rationals, \(\mathbb{Q}_p\), is the fraction field of \(\mathbb{Z}_p\).

Note that, as a result of the definition of completion, all \(\alpha \in \mathbb{Q}_p\) can be written

\[
\alpha = \sum_{i=-r}^{\infty} a_i \cdot p^i, \quad a_i \in \{1, 2, \ldots, p - 1\}. \tag{1}
\]

**Definition: Real Continued Fraction:** A real continued fraction is a fraction of the form

\[
a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \cdots}}},
\]

with \(a_i \in \mathbb{R}\).
**Definition: p-adic Continued Fraction:** Browkin presents two non-equivalent definitions of a \( p \)-adic continued fraction. The first resembles the definition of a real continued fraction:

\[
\alpha = b_0 + \frac{a_0}{b_1 + \frac{a_1}{b_2 + \frac{a_2}{b_3 + \ldots}}},
\]

with \( b_i \in \{1, 2, \ldots, p - 1\} \), \( a_i = p^{a_j} \), and \( a_i \geq 1 \) for \( i \geq 1 \). The second definition instead assumes that \( a_i = 1 \) for \( i \geq 0 \) and

\[
b_i \in \mathbb{Z} \left[ \frac{1}{p} \right] \cap \left( -\frac{p}{2}, \frac{p}{2} \right) = \left\{ -\frac{p-1}{2}, \ldots, -1, 0, 1, \ldots, \frac{p-1}{2} \right\}.
\]

### 2 Algorithms for Continued Fractions

For \( \alpha \in \mathbb{Q}_p \), with \( \alpha \) given as in (1), define the map \( s : \mathbb{Q}_p \longrightarrow \mathbb{Q} \) to be

\[
s(\alpha) = \sum_{i=-r}^{0} a_i \cdot p^i, \ a_n \in \{0, \pm 1, \ldots, \pm \frac{p-1}{2}\}. \tag{2}
\]

The first algorithm presented proceeds as in the classical definition of a real continued fraction.

#### 2.1 Algorithm I

Given \( \alpha \in \mathbb{Q}_p \), we define inductively sequences \( \{a_n\} \) and \( \{b_n\} \) as follows:

1. **Step 1** \( i = 0 \). Let \( a_0 = \alpha \) and \( b_0 = s(\alpha) \).
2. **Step 2** If \( a_i = b_i \) then \( a_{i+1} \) and \( b_{i+1} \) are undefined. If this is the case, quit the algorithm.
3. **Step 3** \( i = i + 1 \). Let \( a_i = (a_{i-1} - b_{i-1})^{-1} \) and \( b_i = s(a_i) \). Go to Step 2.

The resulting sequence \( \{b_n\}, n \in \mathbb{N} \), is defined to be the \( p \)-adic continued fraction of \( \alpha \).

For \( \alpha \in \mathbb{Q}_p \), define

\[
s_1(\alpha) = s(\alpha) = \sum_{i=-r}^{0} a_i \cdot p^i \text{ and } s'_1(\alpha) = s_1(\alpha) - p \cdot \text{sign}(s_1(\alpha)),
\]
with $a_i$ as in (2). Similarly, define

$$s_n(\alpha) \sum_{i=-r}^{-1} a_i \cdot p^i \quad \text{and} \quad s'_2(\alpha) = s_2(\alpha) - \text{sign}(s_2(\alpha)).$$

With these two new definitions in hand, we define the next algorithm.

### 2.2 Algorithm II

Let $s''_1 = s_1$ and

$$s''_2(\alpha) = \begin{cases} s_2(\alpha) & v(\alpha - s_2(\alpha)) = 0 \\ s'_2(\alpha) & \text{otherwise} \end{cases}$$

Where $v$ is the $p$-adic valuation. Given $\alpha \in \mathbb{Q}_p$, we define inductively sequences $\{a_n\}$ and $\{b_n\}$ as follows:

1. **Step 1** $i = 0. \quad$ Let $a_0 = \alpha$ and $b_0 = s''_1(a_0)$.

2. **Step 2** $i = i + 1. \quad$ Let $a_i = (a_{i-1} - b_{i-1})^{-1}$ and $b_i = s''_2(a_i)$.

3. **Step 3** $i = i + 1. \quad$ Let $a_i = b_i$, then $a_i$ and $b_i$ are undefined. If this is the case, quit the algorithm.

4. **Step 4** $i = i + 1. \quad$ Let $a_i = b_i$, then $a_i$ and $b_i$ are undefined. If this is the case, quit the algorithm.

5. **Step 5** $i = i + 1. \quad$ Let $a_i = (a_{i-1} - b_{i-1})^{-1}$ and $b_i = s''_1(a_i)$. Go to Step 2.

Continuing in this manner, using $s''_1$ for even $i$ and $s''_2$ for odd $i$, we obtain a sequence $\{b_n\}$, $n \in \mathbb{N}$. This sequence is the $p$-adic continued fraction of $\alpha$.

### 3 Additional Algorithms

#### 3.1 Evaluating a Continued Fraction

When finding continued fraction representations of numbers, it is useful to have a way to evaluate these continued fractions. Thus, a standard algorithm for evaluating continued fractions is introduced:

Define: $\frac{A_n}{B_n} = [b_0, b_1, \ldots, b_n]$. 
With
\[
A_0 = b_0, \quad A_1 = b_0 \cdot b_1 + 1, \quad A_n = b_n \cdot A_{n-1} + A_{n-2}, \text{ for } n \geq 2,
\]
\[
B_0 = 1, \quad B_1 = b_1, \quad B_n = b_n \cdot B_{n-1} + B_{n-2}, \text{ for } n \geq 2.
\]

Then the fraction \( \frac{A_n}{B_n} \) is the evaluated continued fraction approximation of a number. The true usefulness of this algorithm becomes apparent when it is necessary to evaluate a continued fraction as it is computed. A situation in which this is necessary will soon arise.

### 3.2 Period Detection

In order to test for the periodicity of continued fraction expansions, a search algorithm is required. Thus, a standard linear period search algorithm was implemented:

Starting with a window size of 1, the window is positioned over a part of the sequence and what is contained in the window is scanned into memory. What has been scanned is then compared to other parts of the sequence to detect if it is repeated. If this fails for the initial position, the position is offset by 1, and the process repeats. If this fails for all positions, the window size is increased by 1 and the position is reset to the initial starting point. If this fails for all combinations of window position and window size, the sequence is decided to not have a period.

### 3.3 Periodicity Prediction

The problem with using the standard continued fraction algorithm (Algorithm I) in \( \mathbb{Q}_p \) is that the floor function is not clearly defined. Algorithm II as well as III and IV (not appearing in this paper) are still the standard algorithm, but with slightly more sophisticated floor functions. The implementation of these floor functions is made more complex by Browkin’s choice of \( p \)-adic integers:

\[
\mathbb{Z}_p = \mathbb{Z} \left\lfloor \frac{1}{p} \right\rfloor \cap \left( -\frac{p-1}{2}, \ldots, -1, 0, 1, \ldots, \frac{p-1}{2} \right).
\]

Since this choice of \( \mathbb{Z}_p \) is not natively supported by any computational number systems, various work-arounds had to be developed. While attempting to implement the floor function and to debug it, I noticed that when using a particular floor function, the continued fractions produced were either very
close to the desired number, or very far away. I also noticed that the cases when the continued fraction evaluated to a very close number was when the continued fractions had a period. This led to the redesign of Algorithm I with the focus on only the evaluation and not the sequence representing the continued fraction.

The floor function which produced this was the following:

For $\alpha \in \mathbb{Q}_p; \alpha = \sum_{i=-r}^{\infty} a_i \cdot p^i$, with $a_i \in \mathbb{Z}_p = \{0, 1, \ldots, p - 1\}$.

If $\sum_{i=-r}^{0} a_i \cdot p^i < \frac{p-r}{2}$, then return $-p + \sum_{i=-r}^{0} a_i \cdot p^i > \frac{p-r}{2}$ as the floor of $\alpha$.

The partial sum is compared to $\frac{p-r}{2} = \sum_{i=-r}^{0} \frac{p-1}{p} \cdot p^i$ since any number greater than the summation will have a negative representation for $i = 0$ in Browkin’s definition.

4 Data

4.1 Periodic Continued Fractions

In Browkin’s 2000 paper, he presented data for continued fractions of $\sqrt{(m)}$, for $1 \leq m \leq 100$. The data that I have gathered agrees with his for the displayed results; however, I went further and analyzed the continued fractions for periods for $\sqrt{(m)}$, $m \leq 10000$. The following is the list of periodic continued fractions found during this search ($m \leq 100$ are omitted):

4.1.1 Algorithm I

$\sqrt{104}$: Period begins at term 3 and is 6 terms long:
List([9/5, -11/5, 12/5, -11/5, 9/5, -49/25])

$\sqrt{111}$: Period begins at term 3 and is 10 terms long:
List([-2/5, 2/5, -9/5, 1/5, 4/5, 2/5, -2/5, 9/5, -1/5, -4/5])

$\sqrt{119}$: Period begins at term 3 and is 14 terms long:
List([6/5, 9/5, 2/5, -6/5, -7/5, -8/5, 12/5, -6/5, -9/5, -2/5, 6/5, 7/5, 8/5, -12/5])

$\sqrt{819}$: Period begins at term 3 and is 24 terms long:
List([-3/5, -3/5, -7/5, -7/5, -7/5, -3/5, -3/5, -2/5, -2/5, -4/5, -44/25, 6/5, -129/125, -1/5, -8/5, 4632/3125, -8/5, -1/5, -129/125, 6/5, -44/25, -4/5, -2/5, -2/5])

$\sqrt{1014}$: Period begins at term 3 and is 8 terms long:
List([-8/5, 3/5, -2/5, -11/5, 7/5, -4/5, -9/5, -8/5])

sqrt(1139): Period begins at term 3 and is 6 terms long:
List([-12/5, 4/25, -42/25, 54/125, -9/5, -8/5])

sqrt(1439): Period begins at term 3 and is 34 terms long:
List([-9/5, -2/5, 2/5, -2/5, 9/5, -6/5, 12/5, 1/5, -3/5, 1/5, 12/5, -6/5, 9/5, -2/5, 2/5, -2/5, -9/5, 7/5, 6/5, -6/5, 1/5, -38/25, -6/5, -9/5, -7/5, 133/125, -7/5, -9/5, -6/5, -38/25, 1/5, -6/5, 6/5, 7/5])

sqrt(1596): Period begins at term 3 and is 14 terms long:
List([3/5, 8/5, -2/5, 31/25, -9/5, 22/125, 12/5, -3/5, -8/5, 2/5, -31/25, 9/5, -22/125, -12/5])

sqrt(2079): Period begins at term 3 and is 8 terms long:
List([53/25, -4/5, -7/5, -7/25, -4/5, 3/5, -11/5, -62/25])

sqrt(3864): Period begins at term 3 and is 8 terms long:
List([-8/5, -279/125, -8/5, -3/5, -4/5, 3471/3125, -4/5, -3/5])

sqrt(7719): Period begins at term 3 and is 12 terms long:
List([8/5, 1/5, 11/5, 1/5, 8/5, -7/5, 3/5, -8/5, 61/125, -8/5, 3/5, -7/5])

4.1.2 Algorithm II

sqrt(104): Period begins at term 2 and is 12 terms long:
List([1/25, -1, 1/5, -1, -1/5, -1, -2/5, -1, -1/5, 1, 1/5, -1])

sqrt(109): Period begins at term 7 and is 96 terms long:
List([1, 2/5, -2, -2/5, 2, 1/5, 2, 1/5, -1, -1/5, -1, 4/5, -1, -1/5, -1, 1/5, 2, 1/5, 2, -2/5, -2, 2/5, 1, 2/5, 1, -1/5, -1, -1/5, -1, 11/25, 1, -2/5, 1, 4/5, -1, -2/5, 1, -2/5, -1, 23/25, -1, 4/5, -1, -3/5, 1, 1/5, 1, -2/5, 1, -21/25, 1, -8/25, 1, 2/5, 1, -2/5, -1, 1/5, -1, -6/25, 2, 116/125, -1, -2/5, 1, -2/5, 1, -2/5, 1, -1/5, 2, -1/5, -1, 1/5, -1, 1/5, -2, -2/5, -1, -2/5, -1, -2/5, 1, -4/5, 1, -3/25, -1, 2/5, -1, -1/5, -1, -1/5, -2, -3/5])

sqrt(114): Period begins at term 3 and is 10 terms long:
List([1, 2/5, -1, 2/5, 1, -1/5, 1, 1/5, -1, -4/5])

sqrt(116): Period begins at term 2 and is 18 terms long:
List([-1/5, 2, 1/5, 2, -2/5, -1, -2/5, 1, -2/5, -1, -2/5, 2, 1/5, 2, -1/5, 2])

sqrt(126): Period begins at term 2 and is 2 terms long: List([2/125, 2])

sqrt(129): Period begins at term 19 and is 6 terms long: List([-1, 4/5, -1, -1/5, -2, 3/5])

sqrt(136): Period begins at term 41 and is 18 terms long: List([-1, -1/5, -2, -12/25, -1, 2/5, 2, -1/5, -2, 11/25, -2, -1/5, 2, 2/5, -1, -12/25, -2, -1/5])

sqrt(139): Period begins at term 2 and is 6 terms long: List([2/5, -1, -8/25, 2, -1/5, -1])

sqrt(149): Period begins at term 31 and is 54 terms long: List([1, 2/5, 2, 1/5, -1, -1/5, 1, -4/5, 1, 56/125, 2, 1/5, 2, 1/5, 2, 1/5, -1, 1/5, -1, 2/5, -1, -9/25, -2, -2/5, 2, -4/5, 1, -1/5, 2, 2/5, -2, 2/5, 2, -3/5, 1, -1/5, -2, -4/5, 1, -1/5, -2, 1/5, -1, 1/5, 1, 1/5, -1, -2/5, 1, -8/25, 1, -2/5, 2, -3/5])

The list of periodic continued fractions observed goes on for Algorithm II, however it is too extensive to be reproduced here. The $m$ such that $\sqrt{m}$ has a periodic continued fraction in Algorithm II are as follows:

4.2 Results of Predictive Algorithm

The following are the numbers whose continued fraction expansion converges for the specialized floor function outlined above:

\[6, 11, 14, 21, 24, 34, 54, 69, 74, 76, 94, 99, 104, 111, 119, 819, 1014, 1139, 1439, 1596, 2079, 2711, 3864, 4054, 7719.\]

Note that these are exactly those numbers (less than 10000) for which Algorithm I produces periodic continued fraction expansions. Furthermore, the analysis performed for Algorithm I above required approximately 6 days of computation. The analysis performed using this predictive algorithm required approximately 45 minutes.
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