Computer simulation of Langmuir collapse

A.I. Dyachenko a, A.N. Pushkarev a, A.M. Rubenchik b, R.Z. Sagdeev c, V.F. Shvets a, 1 and V.E. Zakharov d

aScientific Council on Complex Problem "Cybernetics", Academy of Sciences of the USSR, Vavilova 40, 117333 Moscow, USSR
bInstitute of Automation and Electrometry, Siberian Division of the Academy of Sciences of the USSR, Universitetskaya Prospekt 1, 630090 Novosibirsk, USSR
cSpace Research Institute, Academy of Sciences of the USSR, Profsoyuznaya 84/32, 117810 Moscow, USSR
dInstitute for Theoretical Physics, Academy of Sciences of the USSR, Kosygya 2, 117334 Moscow, USSR

The problem of Langmuir wave collapse in 2D and 3D plasma is considered. A new approach for computer simulation of this phenomenon is proposed, which includes two different theoretical models: averaged dynamical equations and Vlasov's set of equations. It allows to take into account all essential effects during the whole process of collapse and, hence, to get a reliable picture of the collapse in detail and to save markedly computer resources. Peculiarities of the numeric methods are also discussed.

1. Introduction. Langmuir collapse in the inertial interval

Langmuir wave collapse predicted theoretically in 1972 [1] and recently confirmed experimentally [2, 3] is of fundamental importance for modern plasma physics. Specifically, collapse—the formation of catastrophically depressed density wells filled by trapped oscillations—is the main collisionless wave energy dissipation mechanism and the natural structural element of strong Langmuir turbulence both in cosmic and laboratory plasmas. For the past one and a half decade the collapse of Langmuir waves has been under intensive analytical and numerical investigations (see reviews [4–7] and references therein; and recent works [8–18]). It should also be noted that since [1] wave collapse became a conventional concept of modern physics, wide range applications have been found in the study of self-focusing for monochromatic waves, collapses of electromagnetic and lower-hybrid oscillations, and other types of wave collapses [19].

The general scenario for Langmuir collapse is the following: As a result of the development of modulational instability in a turbulent plasma, density cavities filled with Langmuir oscillations are formed. The initial energy density \( W \) in the cavity is of the order of the average turbulent level \( W_0 \) and the characteristic size of the cavity \( l_0 \sim r_D \sqrt{nT/W} \) is of the order of the Langmuir wavelength. The process of cavity compression becomes rapidly self-similar and the cavity acquires an universal noticeably flattened shape. During the collapse the energy of the oscillations trapped in the cavity is conserved. In the final stage the wave-particle becomes important and Langmuir oscillations trapped in the cavity are "burned out" through the acceleration of plasma electrons. As a result the energy is transferred to a small group of fast particles. The process of energy burnout is fast and in general its duration does not exceed several hundreds of plasma periods.

Up to the final stage the cavity evolution is described by a set of dynamical equations aver-
aged over fast time obtained in ref. [1] in the framework of hydrodynamical plasma description:

\[
\Delta \left[ 2i \Psi + 3 \omega_p r_D^2 \Delta \Psi \right] = \frac{\omega_p}{n_0} \nabla \cdot (\delta n \nabla \Psi),
\]

\[
(\delta \tilde{n} - c_s^2 \Delta \delta n) = \Delta \frac{[\nabla \Psi]^2}{16 \pi M},
\]

where \( \Psi \) is the averaged electric field \( E = \frac{1}{2} \nabla (\Psi e^{-i \omega_p t} + \text{c.c.}) \) potential, and \( \delta n \) is the quasineutral plasma density variation. These equations preserve the integrals of motion, the number of quanta

\[
N = \int |\nabla \Psi|^2 \, dr \tag{2}
\]

and the Hamiltonian

\[
H = \int \left[ \frac{3 r_D^4}{16 \pi} |\nabla \Psi|^2 + \frac{\delta n}{16 \pi n_0} |\nabla \Psi|^2 + \frac{1}{2} M n_0 v^2 \right.
\]

\[
+ \frac{M c_s^2}{2 n_0} (\delta n)^2 \right] \, dr, \tag{3}
\]

and have for sufficiently large initial conditions collapsing solutions in 2D and 3D situations. The important properties of Langmuir collapse in the inertial interval follow from system (1) at \( d = 2, 3 \). The negativity of the Hamiltonian is a sufficient condition for collapse, but for \( d = 3 \) this condition is exceedingly stronger and collapse takes place for the following initial conditions [4]:

\[
H < 0, \quad d = 2,
\]

\[
< \frac{3}{16 \pi} \left( \frac{r_D}{r_0} \right)^2 N, \quad d = 3, \tag{4}
\]

where \( r_0 \) is the characteristic size of the initial perturbation.

For sufficiently intensive oscillations \( W/nT > m/M \) one can neglect the fact that the sound velocity in (1b) is finite and the collapse is transformed into the supersonic regime. Asymptotically at \( t \to t_0 \) the supersonic collapse is self-similar:

\[
|E| \sim \frac{f(\xi)}{(t - t_0)^2},
\]

\[
\frac{\delta n}{n_0} \sim \frac{V(\xi)}{(t - t_0)^{4/d}},
\]

\[
\xi = \frac{r}{(t - t_0)^{2/d}},
\]

\[
l \sim (t - t_0)^{2/d}, \tag{5}
\]

where \( t_0 \) is the singularity formation time and \( l \) the characteristic cavity size.

The collapsing cavity has an asymmetrical oblate shape with the electric field in the cavity center directed along the short size. The cavity asymmetry is connected with the fact that the spherically symmetrical collapse model is non-real: in such a model the field in the cavity center is equal to zero, the ponderomotive forces are absent and the hump density formation in the cavity center takes place. Numerical calculations have demonstrated that a dipole charge distribution in the cavity is a more realistic one. Since 1974 [20] eqs. (1) are repeatedly solved numerically (see works presented in ref. [3] and also in refs. [9, 15]). The calculated results well confirmed the cavity properties described above and, in particular, have demonstrated the sufficiently arbitrary initial condition for the self-similar regime (5).

The applicability of system (1) is restricted to small \( \hbar f \) (high frequency) energy levels \( W/nT \ll 1 \) and large cavity sizes \( kr_D \ll 1 \). As the cavity collapses and the field intensity grows, the set of effects which are not taken into account become important.

Among them we mention first of all the interaction between electrons and Langmuir oscillations. Also electron nonlinearities, nonlinearity saturation dispersion law change; hydrodynamical ion nonlinearities and others can play an important role. Simultaneous and adequate taking into account of these effects in the frame of some “improved” dynamic equations system seems to
be impossible. Of course the investigation of some effects inserted in model (1) in numerical experiments (the model Landau damping [9, 15], the electron nonlinearities in the quasi-one dimensional approximation [14], nonlinearity saturation and ion kinetics [16]) are of substantial interest. An adequate general physical picture description in the final stage of collapse is possible, however, only by using the full kinetic equation system:

\[ \frac{\partial f_i}{\partial t} + v \cdot \frac{\partial f_i}{\partial r} + \frac{e}{m} \nabla \varphi \cdot \frac{\partial f_i}{\partial v} = 0, \]

\[ \frac{\partial f_e}{\partial t} + v \cdot \frac{\partial f_e}{\partial r} + \frac{e}{M} \nabla \varphi \cdot \frac{\partial f_e}{\partial v} = 0, \]

\[ \Delta \varphi = -4\pi e \int (f_i - f_e) \, dv. \]  

(6)

Namely the relatively short final stage of the Langmuir cavity collapse, during which the oscillation energy transformation to electrons takes place, is of main practical and scientific interest. Therefore the numerical simulation of the final collapse stage, which can take into account the main nonlinear and kinetic effects from "first principles", is of principal importance, i.e. the solution of the kinetic equations (6) by the particle method [21-25]. Only such simulations can answer the principal questions for an adequate building-up of the turbulence theory about the anisotropy degree and sizes of the cavity in the final stage of evolution, the time of cavity burning out, the energy part which is transformed to electrons, the accelerated particle distribution and its anisotropy, and investigate the most important cavity characteristics during and after its burning out.

This paper presents a survey of works of several authors [13, 16-18, 21, 22] which are devoted to this extremely difficult problem. The huge computational need for doing multidimensional kinetic calculations forced us to maximally take into account a priori properties of the collapsing cavity in the formulation of the numerical experiment and the agreement of the numerical model applied both with the physical problem specifica-

### 2. The difficulties and general principles of the simulation of Langmuir collapse

First of all we estimated the computational need for the simulation of the cavity evolution. Achievement in the numerical model of a sufficiently large inertial interval \( l_0/l_{mn} \gg 1 \) for the self-similar solution formation before additional mechanisms switch on, which are not inserted in (1), is of principal importance. We set for a crude estimation \( t_0 \sim 50l_{mn}, \quad l_{mn} \leq 20r_D \) [2, 3, 16-18]. Using the estimate for the collapse development time [4]

\[ t_k \omega_p \sim \left( \frac{MnT}{mW} \right)^{1/2}, \]

we obtain

\[ t_k \omega_p \sim 10^3 \sqrt{M/m}. \]

For such an evolution time the \( d \)-dimensional cavity evolution problem must be considered in the region \( \sim (10^3r_D)^d \). The particle number used
for such a region is $N \sim 10^{3d}N_D$ ($N_D > 1$, the total number of electrons and ions in the volume $r_D^3$) and the number of time steps is $\sim 10^3\sqrt{M/m}(\omega_p \Delta t)^{-1} = 5 \times 10^3\sqrt{M/m}$ (we have used the typical particle model value $\Delta t = 0.2\omega_p^{-1}$). Introducing the characteristic $\tau$ (time in microseconds to advance on one particle time-step) of the standard particle method for the total simulation time we obtain (in s)

$$T = 5 \times 10^{3d-3}\sqrt{M/m}N_D\tau.$$  

(7)

Substituting for a crude estimation $\tau = 40 \mu$s, $N_D = 50$ we obtain that even in the 2D case for the model mass ratio $M/m = 100$ it takes tens of thousands of computer time hours for the calculation of one variant. Hence the pure kinetic simulation in a wide inertial interval is absolutely unacceptable.

It is clear, however, that the computational process can be naturally divided into two parts. At the beginning the averaged equations (1) are solved on the whole inertial length. After that the obtained self-similar solution is used as the initial condition for the kinetic simulation by the particle method. We proposed to call this approach the “through simulation” and have realized it in refs. [13, 16] (we also used this approach later for a 1D Langmuir turbulence simulation [26]). The transition moment $t^*$ from averaged to kinetic description must be defined by the averaged description conditions:

$$kr_D \ll 1, \quad \frac{W_{\text{max}}}{nT} \leq 1, \quad \frac{\delta n}{n_0} \ll 1$$  

(8)

near the bound of their applicability. As our calculations have shown, the compression down to $l \sim 30r_D$ and the maximum hf energy density levels up to $W_{\text{max}}/n_0T \sim 0.2$ are acceptable. Because the kinetic calculations consume the main part of the computer time, it is clear that the “through simulation” technique provides huge (about several orders) computational gain.

Consider the transition from dynamic to kinetic description in detail. As the initial data of the particle method are the ion and electron distribution functions $f_i(r, t)$ and $f_e(r, t)$ in phase space it is necessary to reconstruct them from the complex high-frequency potential envelope $\psi(r, t)$ and the low-frequency plasma density variation $\delta n(r, t)$. In agreement with the applicability conditions of the set (1) at the moment of transition to the kinetic description the particle distribution was assumed to be Maxwellian:

$$f_a = \frac{n_a(r)}{2\pi V^2_{t_a}} \exp \left[ -\frac{|V - V_{t_a}(r)|^2}{2V^2_{t_a}} \right], \quad \alpha = 1, e.$$  

(9)

Because of their large mass, the ions participate only in the low-frequency motions, $n_i = n_0 + \delta n$, where $\delta n$ is determined from eq. (1b). The macroscopic ion velocity $V_i$ is searched from the linearized continuity equation $\delta n/\partial t + n_0 \nabla \cdot V_i = 0$. The electrons participate in both low- and high-frequency motions: $n_e = n_0 + \delta n + \delta \bar{n}$. The hf density variation component and the electron velocity are determined from Poisson and linearized electron motion equations:

$$\Delta \varphi = 4\pi e \delta \bar{n}, \quad \frac{\partial \varphi}{\partial t} + 3V^2_{t_e} \nabla \frac{\delta \bar{n}}{n_0} = \frac{e}{m} \nabla \varphi,$$

where

$$\varphi = -\left[ \pm \frac{1}{2} \Psi(r, t^*) \exp(-i\omega_p t^*) + c.c. \right].$$

It should be pointed out that two-stage practical realization “through simulation” requires independent particle simulation of the final stage of the collapse. In spite of the fact that the whole investigation implies, of course, the “through simulation” performance, such a statement is undoubtedly of independent interest especially when the “through” realization is impossible for some reasons or too complicated. Namely in such a way the kinetic simulation of the Langmuir collapse by the particle method has begun [8,
However, in these works the statement of the numerical experiment did not correspond with the physics of the investigated phenomenon in an optimal way because of a strong deficiency of computer resources. Insufficient account of physical and geometrical cavity properties has led to nonadequateness and/or vagueness of the simulation of the general collapse picture as a whole. Note several considerable points:

1. The optimum choice of the initial conditions is extremely important. From (3) it follows that for \( \delta n = 0, H > 0 \), i.e., the uniform initial distribution choice leads in the 2D case to violation of the sufficient collapse condition (4), and in the 3D case to its near-boundary character when the influence of nonphysical effects of the model is essential. As a rule in this case the initial uniform distribution is broken into localized cavities [27-29]. Therefore the effectiveness of the "computational volume" used sharply drops.

2. The small model particle mass ratio (for example, \( M/m \leq 25 \) [27-29]) understates artificially the ion inertia role, which is rather essential for the final collapse stage and leads to inertial interval shortening.

3. The periodic boundary conditions used [8, 27-30] are rather inefficient from the computational resources viewpoint and (if the special measures for zero harmonic generation are not taken) physically ungrounded in the case of one cavity in the considered region. In this case because of a nonzero potential jump along the small axis of the dipole cavity nonphysical cavities—satellites birth is unavoidable. This effect disturbs the characteristics and unadmissibly reduces the main cavity description under the condition of deficiency of resources.

A physically correct and rather effective approach for cavity evolution simulation is proposed and realized in refs. [13, 16-18]. This approach uses the cavity properties described above in the maximum degree. Suppose that the dipole cavity is flattened along the \( z \)-axis. Hence the electric field potential is asymmetric along the dipole axis and symmetric in the perpendicular direction:

\[
\varphi(r_\perp, z) = \varphi(-r_\perp, z) = -\varphi(r_\perp, -z) = \varphi(x, -y, z) = \varphi(-x, y, z).
\]  

The question of cavity symmetry was discussed for example in ref. [4] and this symmetry was demonstrated in numerical studies. Breaking of symmetry in ref. [15] was associated with the special case of rotating cavities. The symmetry properties allow us to use only a part of the cavity. For the simulation of a \( d \)-dimensional cavity by the particle method it is enough to carry out the calculations in the region

\[
0 \leq r_\perp \leq L_\perp, \quad -\frac{1}{2}L_z \leq z \leq \frac{1}{2}L_z,
\]

which contains \( 1/2^{d-1} \) part of the cavity. One can reach a larger computational gain by solving the averaged equations (1) in the region \( 0 \leq r_\perp \leq L_\perp, \ 0 \leq z \leq L_z/2 \), containing \( 1/2^d \) part of the cavity with boundary conditions \( \Psi|_{z=0} = 0 \), is sufficient. Unfortunately, in the particle method there are no analogous conditions for particles, the electron cross the \( z = 0 \) plane and the kinetic description must be carried out in the region (11) with the boundary conditions for reflecting particles.

Because the minimum periodical cell contains two whole cavities with the electric field directed in opposite directions, the statement described above leads to a drop in the computational resources consumption of \( 2^{d+1} \) for averaged equations simulation and of \( 2^d \) for particle simulation.
with respect to the problem with equivalent periodic boundary conditions with zero averaged electric field.

The optimal ratio between linear region sizes is defined by the cavity anisotropy, which is time-dependent and can become both more and less than the initial one. It is reasonable therefore to put $L_\perp = L_z = L$, which corresponds to an anisotropy of the order of 2. Approximately such a value was observed in calculations [13, 15–18] and in laboratory experiments [2]. In accordance with this fact it is advisable to carry out the kinetic calculations in the region $0 \leq r_\perp \leq L$, $-\frac{1}{2}L \leq z \leq \frac{1}{2}L$, containing $1/2^{d-1}$ part of the cavity (see fig. 1) with boundary conditions for reflecting particles and zero normal field component.

Similarly, for the solution of the averaged equations in the first stage of the “through simulation”, it is reasonable to carry out the calculations in the region containing $1/2^d$ part of the cavity, $0 \leq r_\perp \leq L_0$, $0 \leq z \leq \frac{1}{2}L_0$, with the boundary conditions

$$\frac{\partial \Psi}{\partial n} |_{r_\perp} = \Psi |_{z=0} = \frac{\partial \delta n}{\partial n} |_{r_\perp} = 0,$$

where $r_\perp$ is the part of the boundary without the points $z = 0$.

It should be noted that during the simulation of the collapse in the frame of (1) our method of “cutting-out” [13, 16] seems to be rather efficient. It means, in fact, that the sizes of the calculation region follow the diminished cavity sizes. Practically, we extracted the central part of the calculation region $0 \leq r_\perp \leq \frac{1}{2}L$, $0 \leq z \leq \frac{1}{2}L$ in discrete time moments corresponding to the HF energy density growth by an order of ten (here $L$ is the variable region size which varies in cutting-out time moments). The required functions in the cutted-out region were reconstructed with the help of cubical splines. The number of grid-points during the cutting-out process was constant; the control was performed with the help of motion integrals (2), (3). So, the cutting-out method leads to an increase of the inertial interval without additional consumption of computational resources.

Let us now discuss the question about the simulation of the final stage of the collapse by the particle method with the help of the principles described above [21, 22]. The spatial grid which is necessary for the calculation of charges and fields is introduced by dividing the plasma volume $L^d$ into regular cells each of linear size $\Delta$, which defines the spatial resolution in the system, the cell number in each direction $M = L/\Delta$ is chosen generally as $M = 2^p$ ($p$ is an integer number) for the applicability of FFT algorithms which are used for the calculation of forces acting on the particles.

The whole database volume $V = Q + V_g$, $Q \gg V_g$ is divided by particle arrays each of $Q = 8dN_mD^d(\Delta/r_D)^d$ bytes (every particle is described by $2d$ parameters - coordinates in phase space) and the common grid arrays of volume $V_g$ containing several arrays of volume $V_0 = (M+1)^d$ (depending on the dimensionality and calculation details [21]). It was taken into account here that the grid functions in the statement (10), (11) are real (i.e. expanded into sine and cosine products contrary to complex exponents in the case of the periodical problem); the spatial grid nodes are placed not in the cell centers but in their apexes.
(in the periodical problem $V_0 = jM^d$, where $j = 1$ for real and $j = 2$ for complex arrays).

Using the estimates $M = 128$, $\Delta = r_D$, $N_D = 50$ one can obtain that for the 2D problem $V \approx Q \sim 13$ Mbytes. It is clear that such database volumes cannot be placed in RAM computer storage and have to be placed in external memory units (magnetic disks, as a rule). In addition a large calculation volume requires the use of a computer with a large integral performance. This means both high calculation speed and fast access to information on the magnetic disks (MD). From this viewpoint the multiprocessor system (MPS) is quite acceptable. The MPS consists of the HOST ES-1037 and several loosely coupled array processors (AP) ES-2706. The MPS is organized in SRI, Academy of Sciences of the USSR jointly with the specialists of the Bulgarian Academy of Sciences and IZOT (see, for example, ref [21]). The maximum AP performance is 12 Mflops and it has memory page organization with a total memory volume of Mbyte (each memory page contains $2^{16}$ words). The MPS permits independent calculations in HOST and AP and data I/O. This parallelism allows us to carry out simultaneous calculations in AP and I/O between HOST and AP, HOST and MD.

Consider the calculation process for the single AP case. The phase “picture” as a whole (the particle parameters) is placed on the MD. The grid arrays and also two memory buffers for the particle I/O are placed in the AP memory. The total particle set is divided in equal portions, each of memory buffer size. Each portion is read successively from MD, put to AP and is written to MD after processing. The memory buffers are organized by the “handshake” principle, i.e. during the processing of the $n$th particle portion in the first memory buffer, the output of the $(n - 1)$th portion from the second memory buffer and after that the input of the $(n + 1)$th portion are performed. After that the buffers change places. In the HOST computer also two memory regions, each of the AP memory size, are reserved. The particle I/O between HOST and MD is also organized by the “handshake” principle: in one time step the reading is performed from one region and the writing is performed to another one. In the next time step the regions change places (see table 1). Such memory organization provides the existence of one undamaged phase picture in the case of hardware malfunction. It is easy to see that the processing time of one portion of particles is defined by the longest process time, i.e. either I/O time or AP processing time. Because the I/O speed $U_0$ is constant ($U_0 \sim 1$ Mbyte/s) it defines the largest possible particle processing rate. It is easy to obtain that the time which is required for the I/O of one particle in the $d$-dimensional case is of the order of $16d \mu$s (every particle is described by $2d$ numbers each of 4 Mbyte to be read and write). Therefore the processing time for one particle cannot be greater than $16d \mu$s. Such a hard condition was fulfilled by carefully programming the movement and change distribution subroutine using Array Processor assembler Language. Finally, one should note that an additional gain can be reached at the cost of parallelizing calculations and I/O data flow into several MD–AP chains controlled by a single HOST computer [21].

<table>
<thead>
<tr>
<th>AP running</th>
<th>$(n - 1)$</th>
<th>$(n)$</th>
<th>$(n + 1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I/O AP ↔ Host</td>
<td>$G(n - 2)P(n)$</td>
<td>$G(n - 1)P(n + 1)$</td>
<td>$G(n)P(n + 2)$</td>
</tr>
<tr>
<td>I/O Host ↔ MD</td>
<td>$W(n - 3)R(n + 1)$</td>
<td>$W(n - 2)R(n + 2)$</td>
<td>$W(n - 1)R(n + 3)$</td>
</tr>
</tbody>
</table>
3. The formulation of the 2D problem specification and the simulation

The 2D geometry is the minimum one for Langmuir collapse. It is natural therefore that the final collapse stage investigation is based mostly on 2D statements [8, 13, 16, 27, 29, 30] But the 2D situation is rather specific: it is a borderline one, i.e. even taking into account the average description (1) of small terms of different physical nature (nonlinearity saturation, dispersion law change and so on) can stop the collapse It is clear that this effect is especially strong for near-threshold cavities.

Consider the properties of the quasistationary cavltons formed because of stopping of collapse We shall consider only the nonlinearity saturation effect Close to the stationary state, the low-frequency motions can be considered as adiabatic ones and the electron distribution function can be taken in the Boltzmann approximation Assuming for the sake of simplicity that the ion temperature is zero, we have

\[ \delta n = n_0 \left[ \exp \left( -\frac{\Phi}{T} \right) - 1 \right]. \]  

Here \( \Phi \) is the ponderomotive force potential

\[ \Phi = e^2 |E|^2 / 4 m \omega_p^2. \]

Expanding the exponent and substituting (12) into (1a) we get in dimensionless variables

\[ \Delta(\Psi + \Delta \Psi) + \nabla \cdot \left[ \nabla \Psi \cdot (|\nabla \Psi|^2 - |\nabla \Psi|^4) \right] = 0 \]

(13)

The time is here normalized by \( \omega_p^{-1} \), the spatial dimensions by \( (3/2)^{1/2} r_D \) and the electric field by \( (32 \pi n_0 T)^{1/2} \).

Eq. (13) is a Hamiltonian one:

\[ i \Delta \Psi = -\frac{\Delta H}{\delta \Psi^*}, \]

\[ H = \int \left[ |\nabla \Psi|^2 - \frac{1}{2} |\nabla \Psi|^4 + \frac{1}{3} |\nabla \Psi|^6 \right] dr. \]  

(14)

Its stationary solution of the form

\[ \Psi = \exp(1/\lambda^2 t) \phi \]

is described by the equation

\[ -\lambda^2 \Delta \phi + \Delta^2 \phi + \nabla \cdot \left[ \nabla \phi |\nabla \phi|^2 (1 - |\nabla \phi|^2) \right] = 0, \]  

(15)

where \( \lambda^2 \) is the nonlinear frequency shift in the caviton (\( \lambda \) is its characteristic reciprocal size). These solutions realize a minimum of \( H \) for a fixed number of waves in the caviton \( N = \int |\nabla \Psi|^2 dr \). Multiplying (15) by \( \Psi^* \) and integrating we get

\[ \lambda^2 N + \int (|\nabla \Psi|^2 - |\nabla \Psi|^4 + |\nabla \Psi|^6) dr = 0 \]  

(16)

Consider the scale transformation conserving \( N \) in the 2D case \( \phi \rightarrow \phi(\lambda r) \). In this case

\[ H(\lambda) = \int \left[ \lambda^2 (|\nabla \Psi|^2 - \frac{1}{2} |\nabla \Psi|^4) + \frac{1}{3} \lambda^4 |\nabla \Psi|^6 \right] dr. \]

(17)

In the caviton \( H(\lambda) \) has to reach a maximum. Hence \( \partial H/\partial \lambda^2 |_{\lambda=1} = 0 \) for localized stationary solutions. This gives

\[ H + \frac{1}{3} \int |\nabla \Psi|^6 dr = 0. \]

(18)

It is well known that if we neglect the nonlinearity saturation the caviton size \( \lambda^{-1} \) is arbitrary. This is clear, e.g., from the fact that after the substitution \( r \rightarrow \lambda r \) the stationary equation which describes the caviton neglecting the nonlinearity saturation,

\[ -\Delta \varphi_0 + \Delta^2 \varphi_0 + \nabla \cdot (\nabla \varphi_0 |\nabla \varphi_0|^2) = 0, \]

(19)

is independent of \( \lambda \).

It is clear from (18) that \( H \) is zero for such solutions while the caviton energy

\[ \omega_p N = \omega_p \int |\nabla \varphi_0|^2 dr = \omega_p N^{th} \]
is also independent of its size. If the initial caviton energy is larger than the critical value $\omega_p N^{th}$, the caviton collapses.

Including the saturation lifts the degeneracy and the caviton equilibrium size is determined uniquely by its energy. We define this connection assuming that the nonlinearity saturation is small. We look for a solution of the form

$$\varphi = \varphi_0 + \delta \varphi, \quad \delta \varphi \ll \varphi_0,$$

where $\varphi(r)$ is the solution of (19). One can assume that the function $\varphi$ is real. Introduce $\delta N = N - N^{th} = 2\int (\nabla \varphi_0, \nabla \delta \varphi) d\mathbf{r}$. Linearizing eqs. (16) and (19) we get

$$\lambda^2 = \frac{3(N - N^{th})}{2\int |\nabla \varphi_0|^6 d\mathbf{r}}.$$

(20)

We see that if the energy enclosed in the caviton is considerably larger than the critical one, $N \geq N^{th}$, the equilibrium caviton size in dimensional variables is of the order of the Debye radius. It is clear that such cavitons cannot exist due to Landau damping. If we are just above criticality, the caviton size increases,

$$l \sim r_D \sqrt{N^{th} / (N - N^{th})}, \quad (21)$$

and the role of Landau damping decreases rapidly.

We have already mentioned that as the caviton size decreases, many effects neglected in (1) become important. We mention only electron nonlinearities with characteristic time $\tau^{-1} \sim (kr_D)^2 \omega_p E^2 / 8\pi nT$, corrections to the dispersion law with $\tau^{-1} \sim (kr_D)^4 \omega_p$ and the nonlinearity saturation with $\tau^{-1} \sim \omega_p (E^2 / 8\pi nT)^2$. Since for the caviton $(kr_D)^2 \sim E^2 / 8\pi nT$, all these effects must be considered at the same time. Therefore, the calculations given above are only quantitative and show that the caviton structure formation can be expected only in the regime just above criticality. However, the final conclusion about caviton existence can be drawn only by numerical simulation.

In the 2D case we have realized the whole collapse investigation program—the “through simulation” [13, 16]. In the inertial interval the cavity compression is described well by the equation set (1). After transformations to dimensionless variables,

$$|\nabla \Psi|^2 \rightarrow \frac{64\pi}{3} n_0 T_e M |\nabla \Psi|^2,$$

$$r \rightarrow \frac{3}{2} r_D \sqrt{\frac{M}{m}} r,$$

$$t \rightarrow \frac{3}{2} \frac{M}{m} \omega_p^{-1} t,$$

$$\delta n \rightarrow \frac{3}{2} n_0 \frac{m}{M} n,$$

these equations take the form

$$\Delta (\Psi + \Delta \Psi) = \nabla \cdot (n \nabla \Psi),$$

$$ni - \Delta n = \Delta |\nabla \Psi|^2 \quad (22)$$

with corresponding Hamiltonian

$$H = \int \left[ \left( \frac{\partial}{\partial t} \frac{\partial}{\partial x} \right) \left( \frac{\partial}{\partial z} \frac{\partial}{\partial r} \right) \right] |\nabla \Phi|^2 + \frac{1}{2} n^2 + \frac{1}{2} (\nabla \Phi)^2 d\mathbf{r},$$

where $\Phi$ is the hydrodynamical low-frequency motion potential $\partial n / \partial t = -\Delta \Phi$. In accordance with section 2 the system (22) was solved in the region $0 \leq x \leq L_0$, $0 \leq z \leq L_0/2$ (see fig. 1a) with the following boundary conditions:

$$\Psi_x |_{x=0} = \Psi_x |_{x=L_0} = \Psi_z |_{z=L_0/2} = \Psi_z |_{z=0} = \frac{\partial n}{\partial n} |_{r=0} = 0.$$

We choose as an initial condition for the set (22) the function $\Psi$ such that

$$\Delta \Psi = \rho_0 \sin k z (1 + \cos k x), \quad k = \pi/L_0 \quad (23)$$

and for low-frequency plasma density variations

$$\frac{\delta n}{n_0} |_{r=0} = \frac{|\nabla \Psi|^2}{16\pi n_0 T_e}, \quad \delta n = 0. \quad (24)$$
The 2D collapse initial condition \( H < 0 \) for the initial distribution (23), (24) takes the form

\[
\rho_0 > \rho_0^{th} = \left( \frac{\pi}{L_0} \right)^2 \frac{384}{181} \frac{1}{1/2} = 14.4 \frac{L_0^2}{L_0^2}
\]

with the number of quanta \( N(\rho_0^{th}) = 2\pi^2/3 \)

The equation set (22) was solved with the help of FFT algorithms using a technique analogous to that of ref. [31]. The reliability of the calculations was checked by the motion integrals \( N, H \). The initial region size was \( L_0 = 512r_D \). During the calculation process twofold successive cutting-out was performed and the kinetic simulation was carried out in the region \( L = 128r_D \). The first simulation stage was finished when the characteristic cavity size was decreased down to \( (20-30)r_D \) or the field energy density in the cavity center was increased up to \( W_{max}/nT \approx 0.2 \). Further, one of the most important particle methods (the dipole expansion method) was used [21, 25]. We used values standard for such a model \( a = \Delta = r_D \) (\( a \) is the macroparticle half-width) with Gaussian macroparticle charge distribution. The number of model particles of each kind in the Debye cell was changed from 16 to 64; the total number of particles reached \( \sim 8 \times 10^5 \). The simulation adequateness was checked in different ways by checking the total energy conservation in the field-particles system, the particle number and time-step variation \( (0.2 \leq \omega_p \Delta t \leq 0.4) \) for the same physical variants, with the help of test calculations for periodic boundary conditions in the region containing two whole cavities with oppositely directed electric fields.

The organization of the kinetic stage of the calculations was performed according to the scheme described in section 2. In the 2D situation the use of one AP with its memory containing grid arrays of the charge density, the forces and their derivatives happened to be sufficient. The volume of one portion of particle which is transferred along the MD–AP chain is equal to 11264 particles. The AP processing time did not exceed the I/O one, i.e. 32 \( \mu s \).

Before presenting the calculation results and their analysis we shall return to the question about the possibility of the appearance of caviton structures. To study them we have performed two additional calculation sets in other, simpler models. In the first of them the calculations were performed in the framework of eqs. (13). In the second one we considered a mixed description [13, 16]. The high-frequency motions were described by the equation

\[
\Delta(2i\Omega + 3\omega_p^2 r_D^2 \Delta \Psi) = \frac{\omega_p}{n_0} \nabla \cdot (\delta n_e \nabla \Psi), \tag{25}
\]

and the ion motion in the low-frequency potential \( \varphi \) field was described by the kinetic equation

\[
\frac{\partial f_i}{\partial t} + \nu \cdot \frac{\partial f_i}{\partial r} - \frac{\varphi}{M} \nabla \varphi \cdot \frac{\partial f_i}{\partial \varphi} = 0 \tag{26}
\]

and solved by the particle method. The electron distribution, on the other hand, was assumed to be a Boltzmann distribution,

\[
\delta n_e = n_0 \left( \exp \left( -\frac{\varphi - \Phi}{T_e} \right) - 1 \right) = \delta n_i,
\]

\[
\Phi = \frac{e^2 |\nabla \Psi|^2}{4\pi \omega_p^2}, \tag{27}
\]

and the charge separation in the LF motions was neglected.

In the static limit this hybrid semi-kinetic description is reduced to eq (13), but besides the nonlinearity saturation effect it describes the ion nonlinearities and the Landau damping on the ions.

4. The results of 2D collapse simulation

As was mentioned above, one of the features of the Langmuir collapse "through simulation" is the presence of a large inertial interval. This enables us to assume that the final collapse stage is independent of the initial electric field and
density distributions in the cavity but is determined solely by the number $N$ (or energy $W$) of plasmons trapped in it. The threshold value $N^{th}$ ($W^{th}$) can be determined reasonably in the 2D geometry from the condition that the Hamiltonian of the equation set (1) is equal to zero. It is clear that the cavity evolution character has to be defined by the overcriticity parameter $\varepsilon = W/W^{th} = (\rho_0/\rho_0^{th})^2$.

We shall turn now to the results obtained in the numerical experiments and their analysis. It should be noted first that in the dynamical equation framework the cavities reach rather rapidly the self-similar compression regime (5) This fact was checked by the depression and electric field amplitude changing rate The largest inertial interval length was reached for variants with two central cavity parts cutting-out. The caviton size up to the moment of transition to the kinetic stage was decreased by a factor of 10 to 15 with respect to its initial size.

After the transition to the kinetic description both particle and averaged simulations were performed. We show in fig 2 the temporal evolution of the oscillations of the energy density for variant $\varepsilon = 6.6$ It is clear that dynamical equations satisfactorily describe the collapse up to the oscillation level $W_{max} \sim 0.4n_0T$.

The calculations showed, as was expected, that the cavity evolution depends significantly on the initial overcriticity $\varepsilon$. The calculations were performed for various ion to electron mass ratios, $100 \leq M/m \leq 1836$ It was found that for all $\varepsilon$ the cavity evolution depends on the ion mass in a self-similar way while all characteristic times depend only on the product $\omega_{pi}t = \tau$.

For overcriticity $\varepsilon \geq 6$ a clear collapse picture (see figs 2–4) was observed. The oscillation energy evolution for several typical variants is shown in fig 3. It is clear that for $\varepsilon = 6.6$ fast (during $\tau \sim 7$) burning out of an appreciable part of the energy (65%) trapped in the cavity is observed. The spatial electric field energy and plasma density distributions are presented in fig. 4 at several successive moments. The maximum energy density for this variant was $W_{max}/nT = 0.98$ and the ion well depth was $\delta n/n_0 = -0.38$. It is also seen from fig. 4 that the cavity continues to deepen also after burning-out of Langmuir oscillations due to ion inertia. The cavity size for maximum deepening time is rather large, $\sim (10 \times 25)r_D^2$. The electron velocity distribution is also anisotropic (see fig 5) It is clearly seen that as a result of the collapse the hf field energy is transferred to a relatively small part of the fast electrons, which is accelerated mainly in the direction of the average caviton field (along z-axis).

For small overcriticitics a long-lived ($\tau \sim 40$) caviton structure was found (see figs 6, 7) We shall note first its nonstationary nature Such behavior is completely natural in the framework of eq (13) Indeed, for the caviton solution the

---

**Fig. 2** The dependence of the maximum energy density of the field in the cavity (1) results of the dynamical equations solution, (2) the results of the “through” simulation

**Fig. 3** Time dependence of the average energy density of the field in the cavity (1) $\varepsilon = 6.6$, (2) $\varepsilon = 1.25$, (3) $\varepsilon = 2.7$
Hamiltonian has a completely definite value differing from the initial one. Therefore, because of conservation of the Hamiltonian, the caviton solution can be reached only if small dissipative processes or energy emission beyond the simulation region limits are taken into account.

We have performed additional calculations of caviton structures in the framework of (13) and a hybrid semi-kinetic approach (25)–(27). The calculations in these models gave similar results. However, in this case the caviton size turned out to be one-and-a-half to two times smaller than in
the "through simulation". This fact indicates that such effects as electron nonlinearities, changes in the dispersion law of Langmuir waves and Landau damping make an appreciable contribution to the cavity formation.

We shall now discuss the cause of the cavity damping after the time \( \tau \sim 40 \). Passing through the cavity of size \( l \) the electron gains an energy \( \Delta E = eEVLd\tau \). The electric field \( E \) changes proportionally to \( \cos \omega_p \tau \). If the time for passing through the cavity is less than \( \pi/\omega_p \), the electric field does not change sign and the electron gains an energy \( eEl \sim T \). Assuming that the characteristic electron velocities are of the order of \( 3V_T \) we find that the cavity starts to be strongly damped when \( l \sim 3\pi V_T/\omega_p \sim 10r_D \), which corresponds to the minimum cavity size obtained in the calculations. When \( l > l_{\text{min}} \) the quantity \( \Delta E \) is exponentially small, \( \Delta E \sim T\exp(-l/l_{\text{min}}) \), but for our calculations completely finite. Ultimately this nonadiabatic interaction with the electrons leads to the cavity damping.

To check this assumption we performed a one-dimensional calculation by the particle method in which we used as initial condition the soliton solution of the average dynamical equations. It turned out that a soliton with dimensions close to the cavity dimensions obtained in the "through simulation" also burns up after a time of the order of \( \tau \sim 40 \).

We have described two opposite situations: pure collapse and formation of quasistationary structures. Calculations for moderate overcriticalities, \( 2 < \epsilon < 6 \), showed that, as one should expect, in that case an intermediate regime is realized which can naturally be called a delayed collapse (fig. 8). We note that in all cases the minimum cavity size was \( \sim (10 \times 25)r_D \).

So, the 2D "through simulation" has shown that if the initial oscillation energy in the cavity is appreciably larger than the threshold \( N^{\text{th}} \), there occurs in the final stage of the collapse burning out of almost all the energy trapped in the cavity. The minimum cavity size is rather large and is of the order of \( 10r_D \). In this case one can expect that 2D calculations simulate adequately 3D turbulence. If \( N \) is close to \( N^{\text{th}} \) then in the final stage a long-lived quasistationary state is formed. Its formation is connected with the 2D nature of the calculations and this result cannot in general be extrapolated to the 3D situation. The results obtained indicate additional difficulties arising in the 2D strong turbulence calculations (see refs. [32, 33]). It is interesting, in particular, to clear the question about the amount of energy captured by the cavity when it is formed as a result of development of modulational instability.
The 2D collapse simulation is much simpler than the 3D one and consideration of the 2D collapse is the natural first step for the investigation of the collapse problem. As was already mentioned above the 2D situation is a specific one and has its own distinctive features. We shall enumerate the most appreciable differences between 2D and 3D collapse:

1. From eq. (5) it follows that the hf energy level increases in the 3D case more rapidly than characteristic wave number values of trapped oscillations and can exceed appreciably the thermal
density energy in the evolution process. This fact was demonstrated, for example, in the framework of the calculations of averaged equations [9]. The large density intensity values can lead to a change in wave–particle interaction, electron acceleration character and the energy part transforming them.

(2) It was previously shown that for 2D near-threshold cavities the collapse is stopped and formation of quasistationary structures is typical. In the 3D situation this phenomenon must be absent.

(3) From eqs. (1) and (5) it follows that the ratio of the kinetic energy of the ions, $\frac{1}{2}n_0V_i^2$, to the potential one, $c_s^2n_0(\delta n/n_0)^2$, varies as $\sim (t_0 - t)^{4/d-2}$. Therefore for the 3D case the ion kinetic energy grows faster than the potential one and the density profile in the cavity is defined by the ion inertia but not by the thermal motion. Therefore even though additional nonlinear mechanisms of the final stage would stop the collapse the ion inertia have to compress the cavity down to switching on of electron–oscillation interaction. In this case the density well will continue to deepen even after the burning out of the plasma energy part. Thus, in 3D cavities the plasma variation value must be appreciably larger than in 2D case.

The discussion above illustrates obviously the fact that solution of the 3D problem is of principal importance. In the next sections the final stage of the 3D cavity evolution is investigated by the particle method [17, 18]. Such simulation is near the limits of today’s computer capability [21, 22].

5. The 3D kinetic model and its realization

We succeeded in solving the problem of the 3D Langmuir cavity evolution using the principles of collapse simulation by the particle method presented in section 2. The huge computational need for the 3D simulation required a very deep insight in cavity properties in the numerical model [22] and also in the application of parallel computation with its new organization elements [21].

The total astronomical calculation time is of the order of

$$T \sim \frac{2Qt_f}{U_0m\Delta t},$$

(28)

where $m$ is the number of processors (not large, as a rule), $t_f$ the characteristic time for the final stage of the collapse, $t_f\omega_p \sim 200$. From (28) taking into account the expressions for $Q$ and characteristic values $U_0$ and $\Delta t$ presented in section 2, it follows that a reasonable maximum calculation time (15–20 h) is reached for a number of cells in each direction of $M \leq 32$. Because $T$ is proportional to $M^3$ it is difficult to use more grids by means of enlargement of $m$ or $\Delta t$. For $M = 32$ and the typical particle model value $\Delta = r_D$ the cavity quarter was simulated in a region $(32r_D)^3$, i.e. the whole cavity in a region $64 \times 64 \times 32r_D^3$. It is clear that for a sufficiently large inertial interval providing acceleration of heavy ions an increase of the linear size $L$ is required. It can be performed only at the cost of a more crude grid used with a linear mesh-size exceeding the standard value $r_D$. The principal possibility of such inertial interval increase is provided by a sufficiently large minimum cavity size observed in the 2D calculation (see section 4) and laboratory experiments [2, 3] ($l_{\text{min}} \sim 10–20r_D$). The increase of mesh-size $\Delta$ leads, however, to enhancement of the aliasing effect and a correction of the model becomes unavoidable. Let us consider this question in detail.

For the traditional dipole method with Gaussian particle charge space distribution $\sim \exp(-r^2/2a^2)$ the long-wave Langmuir oscillation dispersion is

$$\omega(k) = \omega_p \left[ 1 + \frac{3}{2}(kr_D)^2 - \frac{1}{2}(ka)^2 \right]$$

(29)

and can differ markedly from the real one. In particular if the particle size $a > \sqrt{3}r_D$, the dispersion agent becomes negative. A trial 3D col-
lapse simulation with mesh-size \( \Delta = 2r_D \) and traditional smoothing \( a = r_D \) has demonstrated the strong energy nonconservation due to aliasing effects. The energy conservation was much better in the strong short-wave harmonic suppression \( (a = 2r_D) \) case. But in this case the dispersion term, however, becomes negative and the collapse is absent. For the long-wave region minimization of dispersion correction and aliasing effects we have chosen the "plateau-like" distribution (for \( n \to \infty \))

\[
S(k) = \exp[-(ka)^n],
\]

which differs from the traditional Gaussian charge distribution. The "plateau-like" distribution makes the spectrum equal to zero at \( k > 1/a \). The choice of \( a \) and \( n \) was verified by means of a much less expensive 2D model. The correctness of the 2D simulation with the smoothing factor (30) for \( \Delta = 2r_D \) was verified by comparing it with the results obtained for \( \Delta = r_D \). The test calculations were found to be the best for \( a = 1.4r_D \) and \( n = 6 \) (energy nonconservation \( \sim 0.2\% \) during the time \( \sim 300\omega_p^{-1} \)). One can see that at such smoothing parameters the dispersion of the long-wave part of the spectrum is defined by

\[
\omega(k) = \omega_p \left[ 1 + \frac{3}{2}(kr_D)^2 \right],
\]

with an accuracy of the order of \( k^4 \). The above expression coincides with the real dispersion of Langmuir waves.

The conclusion about the possibility of using an analogous \( k \)-space smoothing for the 3D case is based on the theoretical prediction about stronger collapse character in the 3D case. This means, at least, that energy flow along \( k \)-space scales is absorbed by plasma particles within a smoothing zone defined from 2D calculations.

The described procedure of standard dipole particle method correction enables to use both linear sizes \( L = 34r_D \) and \( L = 64r_D \). The last one corresponds to consideration of the whole cavity in the region \( 128 \times 128 \times 64r_D^3 \).

The initial conditions for the final collapse stage were chosen in accordance with the requirements described in section 2. To minimize the aliasing effects and to increase the inertial interval we have chosen the initial charge distribution in the cavity as a combination of the eigenfunctions of the boundary problem

\[
\Delta \varphi = 0, \quad \frac{\partial \varphi}{\partial n} \bigg|_r = 0, \quad 0 \leq x, y \leq L, \quad -L/2 \leq z \leq L/2
\]

for minimum wave number \( k = \pi/L \):

\[
\rho(r) = \rho_0(1 + \cos kx)(1 + \cos ky) \sin kz.
\]

The plasma density variation \( \delta n \) was defined from kinetic and hf pressures balance,

\[
\frac{\delta n}{n_0} \bigg|_{r=0} = -\frac{|E|^2}{16\pi n_0 T_e} + C,
\]

\[
C = \frac{1}{16\pi n_0 T_e L^3} \int |E|^2 \, dr,
\]

where the constant \( C \) corresponds to zero mean density, which is unavoidable in particle models. The initial particle velocity distribution was chosen to be Maxwellian, the ion temperature and velocity equal to zero.

For the described initial plasma conditions the calculation of integrals (2) and (3) gives in dimensionless variables

\[
N = \frac{19}{6\pi} \rho_0^2 L, \quad L = \frac{19}{6\pi} \rho_0^2 L^2, \quad H = \left( \frac{\rho_0}{4} \right)^2 \left[ 13.5 - 747 \left( \frac{\rho_0}{32\pi^2} \right)^2 L^4 \right].
\]
account) we have

\[ \frac{35.9}{L^2} = \rho_0^{1/3} < \rho_0 \ll \frac{4.99}{L}. \]  

(32)

From this condition, in particular, it follows that \( L \gg 7.2 \).

The particle mass ratio in the calculations was chosen sufficiently large, \( 100 \leq M/m \leq 400 \). The total particle number was \( \sim 1.8 \times 10^6 \). The calculation correctness was checked by controlling total energy conservation in the system. the nonconservation did not exceed several percents. Furthermore, in the initial cavity evolution stage (for small long-wave oscillations levels) we always had exact conservation of the integral \( N \), i.e. the whole field energy.

Now consider briefly the peculiarities of 3D software development and realization. The maximum particle processing rate is achieved by grid arrays displacement in the AP main data memory. It should be noted that these arrays cannot be placed in the same memory pages as processing particles because of memory conflicts in the case of simultaneous memory region requirement by the processing program and I/O channel. The number of grid arrays (each of volume \( V_0 = (M + 1)^3 \)) is for the 3D case equal to 10: \( G \) (the charge density and its Fourier components), \( FX, FY, FZ \) (the forces and their Fourier-components), \( FXX, FXY, FXZ, FYZ, FYY, FZZ \) (the force derivatives). However, the existence of a sufficient time-stock (the processing time is less than the I/O time) makes possible the calculation of derivatives immediately in the inner cycle and storing only four data arrays. The trial calculations have shown that this problem is solvable if the above memory distribution requirements have been fulfilled. Such data volume can be placed on three AP pages. It means, however, that two array elements have to be placed on different memory pages and results in additional inner cycle programming difficulties, which increase the processing time. From the other side, to minimize the initialization time for I/O between HOST and AP, MD and HOST and AP running, one should use the maximum portion size. Taking into account all previously mentioned circumstances we used in 3D kinetic calculations eight-page AP with a memory distribution presented schematically in fig. 9.

The organization of the calculations for the case with one AP coincides with the one described in section 2. In the case of \( m \) AP there are \( m \) MD–HOST–AP chains. Each AP memory distribution remains the same; the phase space on MD is divided by \( m \) parts (each one is intended for the arbitrary AP); the HOST memory contains \( 2m \) particle buffers. The whole data processing flow consists of parallel working pipelines. This process becomes possible by means of I/O synchronization between \( m \) MD and the first group of \( m \) HOST memory buffers simultaneously with an analogous I/O process between \( m \) AP and the second group of \( m \) HOST memory buffers. After the particle processing the whole charge density is defined by the summation \( G = \sum_{i=1}^{m} G_i \). This process consists of sending each array \( G_i \) from the \( i \)th AP to the others \( m - 1 \) AP and simultaneous computation of the sum \( G \) in each of the \( m \) AP. This addition does not worsen the time characteristics because it is performed simultaneously with the next I/O. When the calculation of \( G \) has completed the calculation of forces is performed for each of the \( m \) AP. It is easy to show that any other calculation procedure of forces (for example, accumulation of the density array \( G \) in one AP and its subsequent sending to the others) is much more expensive.

The described computational procedure provides \( \approx m(1+\alpha)/(1+m\alpha) \) times computational gain [21] where \( \alpha \ll 1 \) characterizes the relative calculation time for the calculation of the forces using the density. The configuration of the used
multiprocessor system allowed to use in our calculations two AP. The volume of each portion travelling along each MD–HOST–AP chain was equal to 10922 particles. The particle processing time does not exceed the I/O time of 48\,\mu s. The average computer system performance per particle turned out to be slightly larger and for one AP equal to 51\,\mu s due to some expense; for \( m = 2 \) this value was found to be 27\,\mu s. The whole database volume on MD was \( 2Q = 85 \) Mbytes.

Finishing this section we shall note that an assembly of methods described here (the using of asymmetry, the doubling of the mesh-size with correction of smoothing, the calculations parallelization) allowed to reach in the 3D case two orders of computational gain with respect to the traditional approach and to perform 3D kinetic cavity evolution simulation.

6. The final stage of 3D Langmuir collapse

Consider the results of the numerical experiments. We shall note first of all that in any simulation variant the hf field energy maximum corresponds to the ion density well and coincides with their initial location (the coordinate reference point). The trial calculation set carried out for region size \( L = 32r_D \) has demonstrated the collapse picture: a growth of a hf oscillation intensity maximum of 2 times accompanied by a ion well deepening of 1.5 times. The small inertial interval due to the small initial perturbation led, however, to a fast average hf oscillation energy damping by electrons because of switching on of Landau damping. An appreciable advance was obtained using doubled region size. We have found experimentally the initial perturbation density threshold \( \rho_0^* = 0.009 \), which happened to be the same as calculated from estimation (32), \( \rho_0^{th} = 0.0088 \) For values \( \rho_0 > \rho_0^* \) the picture of field focusing at the initial density perturbation center and ion well depression was observed, which led to hf oscillation energy burning out (the spatial physical cavity characteristics for one of the typical variants are given in fig. 10). The choice of the perturbation amplitude \( \rho_0 < \rho_0^* \) led to destruction of the initial field and density amplitude.

Similar to the 2D case, we introduced overcriticality parameter \( \epsilon = W(\rho_0)/W(\rho_0^*) = (\rho_0/\rho_0^*)^2 \). The calculation results for an initial hf oscillation energy density in the cavity center of \( 0.135 \leq W_{max}/n_0T_e \leq 0.485 \) is presented below; the average hf field energy was changed in the limits \( 0.024 \leq W/n_0T_e \leq 0.080 \).

The temporal dependences of the mean hf oscillation energy \( W/n_0T_e \), the maximum hf oscillation energy \( W_{max}/n_0T_e \) and the ion well depression \( (n_{max} - n_{min})/n_0 \) for four simulation variants are presented in fig. 11. For large exceedings \( \rho_0 = 0.02, \epsilon = 5, M/m = 100 \) (variant 1 in fig. 11) and \( \rho_0 = 0.015, \epsilon = 3, M/m = 100 \) (variant 2 in fig. 11) a bright collapse picture with a six times energy growth up to a maximum \( W_{max}/n_0T_e \sim 3 \), a 3–5 times ion well depression down to \( (n_{max} - n_{min})/n_0 \sim 0.7 \) and a significant part (70%) of the hf dissipation during \( \sim (8-9)\omega_{pi}^{-1} \) was observed. In the 2D case for exceedings \( 2 < \epsilon < 6 \) a “prolonged” collapse was realized (fig. 8) but a “bright” collapse was only for \( \epsilon > 6 \). Even for the regime practically near threshold \( \rho_0 = 0.01, \epsilon = 1 \), \( M/m = 100 \) (variant 4 in fig. 11) we observed a three-times field energy growth and a 2.3 times well depression during \( \sim 30\omega_{pi}^{-1} \). The average oscillations level remained practically unchanged. In the 2D case we have already seen that for the exceeding \( \epsilon = 1.25 \) during the same time the cavity structure formation took place (see fig. 6).

To clear the ion inertia role we have carried out twice calculations for the amplitude \( \rho_0 = 0.015: \) for \( M/m = 100 \) and \( M/m = 400 \) (variants 2 and 3 in fig. 12 respectively). This ion time-scaled variant (see fig. 13) is seen to be the same with respect to a time-shift of \( \sim 4\omega_{pi}^{-1} - 5\omega_{pi}^{-1} \) because of the ion immobility at the initial time; the burning-out time in \( \omega_{pi}^{-1} \) units does not depend on the mass ratio $\sqrt{M/m}$. In accordance with the qualitative presentations of the ion iner-
Fig 10. Spatial distributions of hf field energy density $E^2/8\pi n_0 T_c$ (left) and the ion density $n_i/n_0$ (right) for variant $\rho_0 = 0.015$, $M/m = 400$ (a) for $t = 0$, (b) the intensive hf field growth stage ($t = 70.4 \omega_p^{-1}$), (c) the time of hf field maximum in the cavity ($t = 139.2 \omega_p^{-1}$), (d) the stage of hf field burning-out ($t = 210.4 \omega_p^{-1}$), (e) the time of the maximum cavity depth ($t = 284.0 \omega_p^{-1}$) (Left side) the whole region, (right side) the cross-section by plane $z = 0$. 
Fig 11 Temporal dependencies of collapsing cavity characteristics (1) $\rho_0 = 0.020$, $M/m = 100$, (2) $\rho_0 = 0.015$, $M/m = 100$, (3) $\rho_0 = 0.015$, $M/m = 400$, (4) $\rho_0 = 0.010$, $M/m = 100$
(a) The average hf field energy $W/n_0 T_e$ in the cavity, (b) maximum hf field energy in the cavity, (c) maximum value over space of cavity depth $(n_{max} - n_{min})/n_0$

Fig 12 The same as in fig 11 on ion time-scale for variants (1) $\rho_0 = 0.015$, $M/m = 400$, (2) $\rho_0 = 0.015$, $M/m = 100$

The field and density variation spatial dependences along and perpendicular to the dipole axis presented in figs. 13 and 14 for variant $\rho_0 = 0.15$, $\varepsilon = 3$, $M/m = 400$ for the time moments $t_1 = 0$, $t_2 = 139.2 \omega_\rho^{-1}$ (at which the field is at its maximum) and $t_3 = 284 \omega_\rho^{-1}$ (at which the density deformation is at its maximum). The cavity eccentricity (the long size to small size ratio) at the time moments $t_1$, $t_2$, $t_3$ was 1.65, 2.1, 2.3 for the field intensity and 1.65, 2.3, 2.2 for the density well, i.e. during the evolution the cavity preserved the dipole flattened shape tending to a more spatial anisotropic shape.

One of the most important simulation results which we have observed for all bright collapse...
variants is the rather large (~10rD–16rD) minimal cavity size; in the 2D case this value was ~10rD. This result is in good agreement with laboratory experiments [2] (see also ref. [3]) which seemed previously inexplicable. The explanation could be in the fact that because of a higher value of \(W_{\text{max}}/n_0T_e\) than in the 3D case the electron–oscillation interaction is appreciably modified by the strong nonlinearity. This assumption is confirmed by the phase plane picture \((z, V_z)\) analysis (see fig. 15, \(z\) is the field oscillation direction, the picture is averaged in perpendicular direction). The "curls" formation is clearly seen, i.e. wavebreaking takes place. The final electron velocity distribution (see fig. 16) is characterized by a substantial anisotropy (the maximum electron acceleration along the dipole axis) and the existence of strongly accelerated, up to \(V = V_{\text{max}} \approx 9V_{Te}\) electrons (in 2D calculations \(V_{\text{max}} \approx 5V_{Te}\), see fig. 5) It means, in particular, that collapse is a more effective mechanism of fast electron generation than one could expect from 2D model calculations.

The number of electrons whose velocities exceed 3, 5 and 7 \(V_{Te}\) in dependence on time are presented in fig. 17. The hf oscillation energy is seen to be transformed to a small part of the electrons (about 0.3% of the total number) belonging to the tail of the distribution function. The growth of accelerated particles starts when the hf field is maximal. This fact demonstrates that the collapse is stopped simultaneously with the beginning of the effective electron acceleration.

The results obtained in the 3D kinetic simulation—the local level of high hf oscillation, the quasi-one-dimensional electron distribution function tail, the flattened cavity shape—allow us
to use for a qualitative general physical picture analysis in the final stage the auxiliary one-dimensional particle-method simulation of high-intensive hf energy structures over the ion density well. One should note that 1D kinetic calculations of large-amplitude wave evolution were carried out, for example, in works of Buchel’nikova and co-workers (see, e.g., ref [34]). In contrast to these works we have investigated the dissipation distribution process obtained as a 3D evolution result. For the sake of simplicity we have carried out auxiliary 1D calculations for periodical boundary conditions, i.e. two full cavities with oppositely directed electric fields were considered.

The field structure in the cavities was simulated by a soliton-type initial distribution

\[ E(x) = E_0 \left[ 1 / \text{ch} \lambda (x - L/4) \right. \]
\[ \left. - 1 / \text{ch} \lambda (x - 3L/4) \right], \]

where \( L \) is the region size, for parameters \( (E_0 \) the amplitude, \( \lambda \) the inverse size) corresponding to 3D cavity parameters at the beginning time of field burning out. The ion density deformation value was defined from hf and kinetic pressures balance,

\[ \alpha \frac{E^2}{16 \pi n_0 T_e} = - \frac{\delta n}{n_e} + C, \]
\[ C = \frac{1}{16 \pi n_0 T_e L} \int_0^L E^2 \, dx, \]

where \( \alpha \) is the coefficient which allows to calculate the required field using the known field amplitude.

Using the above initial distribution for cavity parameters \( W_{\text{max}}/n_0 T_e = 1.8, - \delta n/n_0 \sim 0.5 \) and cavity half-width \( 15 \tau_0 \) corresponding to the 3D variant \( \rho_0 = 0.015, \epsilon = 3, M/m = 400, \) we have observed a fast (2–3 plasma periods) burning out of such structure accompanied by a formation of a tail in the accelerated particle electron distribution function; the ion cavity profile during this time remained practically unchanged (see fig 18).

From the phase space picture corresponding to this variant the peculiarity formation with subsequent transformation into multiflow is clearly seen (fig 19). The zero electron temperature and with the same initial conditions calculation variant (the phase space plane evolution presented in fig. 20) gave a more clear multiflow picture origin.

The physical interpretation of the energy transformation to electrons is studied next. The cavity electric field changes its direction during the time \( \tau \sim \pi / \omega_p \) If a sufficient number of electrons succeed in crossing the whole cavity during this time then a substantial part of the trapped energy is taken away by these particles from the cavity. The oscillations of the electric field in our calculations are so large that even initially immobile particles succeed in accelerating and leave the cavity within the time \( \tau \). In this process a part of the particles is reflected back and produces multiflow motion, which is clearly observed in fig 19. The finite temperature washes away the picture but the main phase space structures are observed sufficiently well.

For 3D simulation a similar phase space behavior is also revealed. The absence of a break in the small-velocity region is explained by the fact that the picture given in fig 15 is averaged in perpendicular direction and particles from the cavity periphery, where the field is negligible, fill the break. One should note also that the part of burned energy in 1D calculations is about 80%, which is in good agreement with 70% of the burned-out energy in 3D simulation.
The initial cavity size increase decreases substantially the energy transmission to particles. The hf field level decrease in the cavity acts similarly. To simulate such an effect we shall take into account that in the real 3D situation the cavity collapse preserves the plasmon number $N \sim W_{\text{max}} I^3$, where $I$ is the characteristic size, $W_{\text{max}}$ the maximum value of the hf energy in the cavity. Therefore the sizes $r_1$ and $r_2$ corresponding to $W_{1\text{max}}$ and $W_{2\text{max}}$ are connected by $r_2 = r_1 W_{1\text{max}}/W_{2\text{max}}$. This allows us to simulate the cavity dissipation described above in the more recent stage. The value $W_{\text{max}}/n_0 T_e = 0.5$ for the above described example $W_{\text{max}}/n_0 T_e = 18$, $r_2 =$

Fig. 18 Spatial distributions of hf field energy density $E^2/8\pi n_0 T_e$ and the plasma density variation $\delta n/n_0$ and also the electron distribution function (top) in the 1D experiment (a) $t = 0$, (b) $t = 64 \omega_p^{-1}$, (c) $t = 128 \omega_p^{-1}$, (d) $t = 192 \omega_p^{-1}$.

Fig. 19 Electron phase plane for a time $t = 48 \omega_p^{-1}$ in the 1D experiment.
$15r_D$ corresponds to the length $r = 24r_D$. The variant of the calculation with the initial condition $W_{\text{max}}/n_0T_e = 0.5$, $r_2 = 24r_D$ has demonstrated a practically unchanged energy value localized in the cavity during several plasma periods. This fact emphasizes the threshold character of the hf energy burning-out process in dependence on field amplitude and its localization size.

Thus, the investigation of the 3D cavity evolution final stage has demonstrated a clear collapse picture. The general characteristics of the cavity and its interaction with electrons—the maximum hf energy levels, the ion density deformation amplitude, the maximum electrons velocity, the minimum final cavity size—exceed substantially the analogous characteristics in the 2D kinetic calculations. The geometrical cavity characteristics—the large minimum size ($\sim 16r_D$) and anisotropy power—agree with experimentally observed ones [2, 3]. The burning out of high intensive structures is accompanied by formation of phase-space vortices, generation of multiflow and a throwing out of a substantial part of the particles from the cavity.

One should note that stable registration of a sufficiently large minimum cavity size means, in particular, that one of the most important cavity parameters—trapped oscillations characteristic wave number—remains small ($kr_D \sim 0.2$) up to the final stage of evolution. This fact can play an appreciable role for a simplified description of building up of the collapse. On the other hand, a large minimum cavity size can lead to the fact that the inertial interval length for real plasma experiments will not be very large. This fact must be taken into account in the interpretation of experimental results.

One should emphasize finally the following. As calculation results show [32, 33] the density fluctuations excited by the ponderomotive forces during the cavity collapse can affect substantially the turbulence properties. In several works (see ref [33] and references therein) attention was paid to the “nucleation” of the collapsing cavities, i.e., the rise of cavities on the location of the burned-out ones. This effect depends substantially on the well density structure at the location of the burned-out cavity. In ref. [33] the 2D simulation in the framework of the dynamical equations was carried out. Our calculations show that the maximum density fluctuation amplitude which is reached already after the cavity burning on the inertial compression stage even in the 2D case is large, $\delta n/n_0 \sim 0.3-0.4$. In 3D calculations this value is increased up to $\delta n/n_0 = 0.7$. Kinetic effects are already very important for such fluctuations and this fact must be taken into account in carrying out turbulence simulation. In particular, the problem of the level and the fluctuation spectrum remaining after the cavity burning-out have to be studied using the particle method. It is convenient to do this using the semi-kinetic model (25)–(27) described in section 3.
7. Conclusions

We have carried out a Langmuir collapse numerical simulation which includes the physical picture analysis of the especially important cavity evolution final stage. Such an investigation based on 2D and 3D kinetic calculations became possible due to especially designed and practically realized general principles of the Langmuir collapse simulation. These principles are based on rigorously taking into account of the cavity physics in the model, through co-ordinated performance of all problem stages – from physical statement to software development.

The 2D problem solution in the wide inertial interval (“through simulation”) have demonstrated the collapse of cavities which trapped a large energy amount and quasistationary cavitons for low exceedings. This result must be taken into account in the interpretation of 2D turbulence simulation results and their extrapolation in the 3D case.

The 3D particle simulation has demonstrated a clear collapse and particle acceleration picture Agreement between the cavity characteristics with ones observed in laboratory experiments has been obtained. The calculation results point out the important role of joint nonlinear and kinetic effects taken into account in theoretical models of turbulence and present useful data for building-up of such models and interpretation of the experiments.
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