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Summary. The Cross-Newell phase diffusion equatiar|k)©1 = —V - (B(|k]) -

k), k = VO, and its regularization describes natural patterns and defects far from onset
in large aspect ratio systems with rotational symmetry. In this paper we construct explicit
solutions of the unregularized equation and suggest candidates for its weak solutions.
We confirm these ideas by examining a fourth-order regularized equation in the limit of
infinite aspect ratio. The stationary solutions of this equation include the minimizers of
a free energy, and we show these minimizers are remarkably well-approximated by a
second-order “self-dual” equation.

Moreover, the self-dual solutions give upper bounds for the free energy which imply
the existence of weak limits for the asymptotic minimizers. In certain cases, some recent
results of Jin and Kohn [28] combined with these upper bounds enable us to demonstrate
that the energy of the asymptotic minimizers converges to that of the self-dual solutions
in a viscosity limit.

1. Introduction

The mathematical models discussed in this paper are motivated by physical systems,
far from equilibrium, which spontaneously form patterns. When stressed beyond some
threshold, the continuous translational symmetry of a spatially extended system breaks
and a patternforms; the continuous symmetry becomes a discrete symmetry. Forexample,
in the formation of striped planar patterns in two dimensions, the continuous symmetry
is locally preserved in one direction while in the perpendicular direction it reduces to
a discrete periodic symmetry. Convection patterns in ordinary fluids and liquid crystals
[11], [18], [29], [34], [45] and optical patterns in Raman and Maxwell-Bloch laser
systems [27], [36] are just some of the striking examples of pattern formation.

Defects are also a universal feature of these systems. These are points and curves
(points, curves, and surfaces in three dimensions) where the regularity of the pattern, seen
as a macroscopic object, breaks down. Just as the planforms (stripes, squares, hexagons)
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Fig. 1. Convectionrolls from a Rayleigh€iard experiment
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observed in two-dimensional patterns are universal for a wide class of systems sharing
certain symmetries, so too is the set of defects universal. A major goal of this work is
to identify and classify the types of pattern defects that occur in systems with rotational
symmetry.

Much of the intuition and terminology used to describe pattern formation has grown
out of the vast physical literature concerning Rayleigim&’d convection [49], [12]. Ina
laboratory setting, convection is studied by trapping a fluid between two horizontal plates
with a small separation between them and then heating the fluid from below. There is a
parameteR, the Rayleigh number, which is proportional to the temperature difference
between the bottom and top plates. Rok R, a critical value, heat is conducted but the
fluid does not move. However, whéhcrosses this threshold, the fluid is set in motion
and a pattern of “convection rolls” emerges.

The primary instability in convection was explained by Rayleigh using the Boussi-
nesq approximation [15]. This analytical model consists of the Navier-Stokes equation
to describe the fluid velocity coupled to a scalar diffusion equation which describes the
evolution of the temperature. Near threshold, solutions of these equations predominantly
have the form of almost straight parallel roll patterns. The behavior of these solutions can
be well modeled by traditional amplitude equations [47], [56], [18], [45]. In this case,
because both the amplitude and the phase are active order parameters when sufficiently
close to threshold, these patterns display only restricted types of defects called dislo-
cations and amplitude grain boundaries. In their vicinity, the amplitude of the velocity
field envelope nearly vanishes.

Far from threshold, one discovers a much richer variety of defects [4], [53], [52]. For
example, Figure 1 shows a result from a recent series of convection experiments [8] in
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which high pressur€0,-gas was used rather than more common fluids such as water
and helium. This apparatus has the advantage that the height of the convection cell can
be made very small so that a large aspect ratio (length to height ratio of the apparatus)
can be obtained. The figure illustrates one of the types of defects that appear far from
threshold and in which the amplitude of the field is not nearly vanishing. At the core
of the figure there is a defect which is known asomvex disclination(There are also
dislocations in the outer regions of the figure.)

Mathematical models of pattern behavior far from threshold are equations derived for
a phase order parameter which locally organizes the pattern. These equations are derived
from solvability conditions associated with translational invariance. The purpose of this
paper is to begin to explore such a model—the “Cross-Newell phase diffusion equation”
(CN) [51]. First, we show through explicit analytical construction of approximate weak
solutions to CN, that the level sets of these solutions and their singularities can provide
good qualitative agreement between experimentally and numerically observed patterns
and their defects. Second, we characterize the generic defects of solutions to CN so that
they can be compared with observed defect types. Finally, we will consider a natural
regularization of CN (RCN) which is variational. We show that the energy of its mini-
mizers, appropriately scaled, tends asymptotically to the energy of our weak solutions
as the regularization is removed.

From the mathematical point of view, CN is challenging. It formally supports singular
and multivalued stationary solutions. One can try to select a single valued weak solution
of this equation as a singular limit of solutions to the regularization, RCN. This is
analogous to what one does in studying singular (zero viscosity) limits of Burgers’
equation in order to describe shock formation. Consideration of the relation between
limit solutions of RCN and those of CN provides a canonical model of a singular limit
for an elliptic variational problem producing weak solutions with defects along one-
dimensional curves. These problems are interesting because they are on the border of
what can currently be understood analytically, as will be explained in Section 4. We
remark that RCN has arisen independently in contexts other than pattern formation, such
as thin film blisters [50], crumpled elastic sheets [54], [41], and liquid crystals [39].

The outline of this paper is as follows. In Section 2 we present background on the
Cross-Newell equation and its regularization, including a derivation of the CN equation,
a discussion of its physical interpretation, and a concise analysis of the type of the CN
equation and how it can change. In particular, Section 2.3 unites and provides complete
details of these latter results which we have cited elsewhere [51], [44], [9], including a
description of the characteristics of the stationary Cross-Newell equation and their com-
patibility with standard descriptions of the linear stability of the microscopic equations
(such as the Busse balloon). Section 2 continues with a discussion of singularities of CN
and their topology. Finally the regularized equation (RCN) is introduced and shown to
be variational.

In Section 3 we find exact solutions of the stationary CN equation via the Legendre
transform leading to a hodograph equation. This produces a separable linear equation
which we solve and analyze. The solutions constructed in this way are multivalued
and their branch points represent caustic singularities. This application of the Legendre
transform allows one to construct a complete solution of the CN equation in terms of
multivalued analytic functions. To make contact with the original physical problem, we
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discuss the jump conditions that a weak solution which patches together the different
branches of a multivalued solution must satisfy. While we are not able to construct
such general weak solutions that satisfy specified boundary conditions, we can produce
solutions that satisfy the jump conditions (asymptotically) in the physically relevant case
where the wavenumber is close to its preferred value on both sides of the shock.

In Sections 4 and 5 we turn our attention to the regularized Cross-Newell equation.
The results of this section can be read independently of Section 3. In Section 4 the ansatz
of self-dual reduction, an equipartition assumption, is used to reduce the fourth-order
RCN equation to a second-order equation that we refer to as the self-dual equation. We
show that a solution of the self-dual equation will be a solution of the RCN equation
if the graph of the solution, viewed as a nonparametric surface, has zero Gaussian
curvature. Numerical evidence [9] strongly suggests that the Gaussian curvature is zero
almost everywhere. In an appropriate limit the self-dual equations can be transformed
into a Helmholtz equation. The explicit solutions of this equation are analyzed in the
vanishing viscosity limit. The resulting defects of these solutions are classified. Finally,
in Section 5, we use the fact that stationary RCN is variational to analyze the minimizers
of the associated free energy and their viscosity limits. In certain cases related to the self-
dual solutions discussed in Section 4, we are able to describe the leading order asymptotic
behavior of these minimizers. In particular upper bounds on the free energy are found.
Thanks to some recent work of Jin and Kohn [28], in some of these cases we can also get
good lower bounds on the free energy. In these same cases the upper and lower bounds
can be evaluated on self-dual solutions and shown to be equal asymptotically.

2. Background

2.1. Formal Derivation of the Cross-Newell Equation

We believe that the regularized phase diffusion equation (RCN), which is the macroscopic
equation to be discussed here, has validity in describing a wide variety of physical pattern-
forming systems and in particular those which are close to gradient systems such as the
case of high Prandtl number convection. However, to be explicit, we will restrict our
consideration to the context of the Swift-Hohenberg (SH) equation,

wy = —(14+ A)?*w + Rw — w?, 1)

a well studied phenomenological model for RayleigbrBfd convection at high Prandtl
number. The scalar independent variableR?> — R represents the passively advected
temperature scalar of the Boussinesq equations. Up to translation, the pattern is given
by the level lineaw = ¢, for a fixed valuecy.

Equation (1) is a gradient flow; = —% where

= }/ (((1+ A)yw)? — Rw? + }w“) dxdy, @)
2 Jq 2

and  is a region in the physical plane. Equation (1) admits a family of stationary
“straight” roll solutionswg = f (6) where f is aneven 2z -periodic function ob [16]:

wo = a1(K) cog0) + ax(k) cog20) + - - - 4+ a (k) cognb) + - - -, 3
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with @ = k - X andk = |k|. Recursion formulae for tha, are given in [16]; these also
depend orR but this dependence is suppressed here. This family is parametrized by the
wavevectork e R2.

For equations such as (1), a general description of the stable stationary solutions
beyond a fixed “planform” (straight rolls, squares, hexagons) does not yet exist. One can,
however, appeal to an asymptotic method, modulation theory [59], to describe patterns
that are locally of the form of stationary straight roll solutions but vary slowly over large
distances. One thinks of the small parametas being, in this context, the inverse of
the aspect ratio mentioned above (the ratio of the plate separation to the diameter of
the apparatus). When defects are present the appropriate definitioreefis to be the
inverse of the mean distance between defects. For the SH model this amounts to saying
that there are manyJ(¢ 1)) rolls in the region® with sparse defects. One also wants
these solutions to look locally like the straight roll solutions (3). So, formally, we seek
soluuons of the formw = w*(®/e) whose argument depends only on the macroscopic

r “slow scale”(x T) = (eX, €t);i.e.,0 = @(X T). The microscopic or “fast” scale
of the solution is expressed through the periodic functiérbeing scaled by & The
organizing idea here is that thisshould, locally in space (i.e., in aregion the diameter of
a few roll widths) and time, “look like” a stationary solution (3), but only approximately.
The modulation is represented as a slow variation of wavevéakdrich parameterizes
the family (3). Thus, one thinks af(©/¢) as having the form of (3) but wit® and the
Fourler coefficients, (k) modulated (through the modulatlon lo)f While on the local
scalek is constant, on the macroscopic scale it varkes: k(X T).

To make these ideas into a formally self-consistent perturbation scheme, one defines
the wavevector by

k= V5 O.

Thus instead of definingin terms ofk (asf = k- X), we definek in terms of the slowly
varying ®. The fast dependence in¢ is then represented by those expressions which
depend on the fast phase= ¢~1®. We also mention that the choice of a parabolic
scaling for time is essentially dictated by the fact that the background solutions (3) are
stationary. If the background solutions were traveling waves, the analysis we are about
to describe would require two slow time scal&s= et; T, = €2t, whereT; is related
to the modulation of the background frequency [33], [35], [37].

Next, one wants to evaluate the SH equation (1) on the modulated form of (3) which
we represent as

wf()z,T)zwo—l—ewl—i—ezwz—i—--».

Based on this ansatz and formal application of the chain rule, one can represent the space
and time derivatives ab* as

ot

2019 + €%dr

€O1 + €207,

Vi = 6V;<®3@ + eVy
= RB@ + €Vx.



228 N. M. Ercolani, R. Indik, A. C. Newell, and T. Passot

Using these representations one easily finds that the fourth-order operator in SH expands
as

a1+ A)Z = Lo+ €L10g + €2£2 + €3£339 + 6454,

wherelo = (1+k202)2, £1 = (1+k232) D1 + D1 (14 k232) with D; = 2k- V + (V -K),
and so on.
Evaluating SH orw¢, one finds at leading order that

(Lo — Rwo+ wi =0.

This is precisely the equation satisfied by the straight roll solutions of [16]. If one takes
wo here to be one of the solutions (3), then this is consistent with the ansatzthat
should locally “look like” a straight roll solution. However, although here has the
form of (3), it should not be thought of as one of these solutions since it will depend
on the slow variableX throughk in the Fourier coefficients. This dependence can be
accessed through the first correction which satisfies

(Lo— R+ 3wi)wy = —dyweOr — L1(dpwo).

The null space ofZg — R + 3wj acting on Z-periodic functions o® contains the
marginal mode, wo. Thus there is a formal solvability condition far to maintain the
form of a 2r-periodic function o®:

(agw0|ang>®T + (39w0|13139w0) = 0,

where(alb) = 1/27 fOZ” ab.

Settingk = kk, wherek denotes the unit vector in the directiénexpanding and
performing the averages in the above solvability condition, one arrives at the Cross-
Newell phase diffusion equation which has the form

©r — kD (K)V -k — D;(kk- Vk = 0. (4

One refers td, (k) and Dy (k) as the (resp.) perpendicular and parallel diffusion coef-
ficients of the system. These will be explicitly given in Section 2.2. For full details of
the above modulational analysis see [51].

2.2. Physical Interpretation of the Cross-Newell Equation

The representation (4) is what gave rise to the terminofbgse diffusionin the vicinity

of straight, parallel, equally spaced rolls with common wavevekgpequation (4) is

often regarded as an equation with fixed diffusion coefficients. Sin&és the curvature

of a roll, the perpendicular diffusion coefficiedt, (ky) measures the response of the
system to bending of the rolls. Similarl&- Vk describes the local change in spacing

of roll crests, and the parallel diffusion coefficiddj (ko) measures the response of the
system to the compression or expansion of rolls in a direction perpendicular to their axes.
The physical meaning gfhase-diffusions that any deviation of the rolls from being
straight and parallel, with spacing ot 2should “diffuse” away, restoring the rolls to this
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preferred state. Recent work [55], [21], [58] demonstrates that for the SH equagam,
threshold the marginally stable stationary straight roll solutions of [16] are nonlinearly
stable. This provides strong support for the validity of the modulational ansatz. Of course,
as in geometric optics, these modulation equations have formal validity only so long as
the variation of the rolls is sufficiently gradual.

A diffusion equation having the form of a linearization of (4),

01 — D1 (k)35 O — Dy (ko)37O =0,

was first written down by Manneville and Pomeau [42], who derived it from the Newell-
Whitehead-Segel equation [47], [56] as the corresponding phase equation. However,
unlike [19], their derivation was formally valid only near threshold (in the context of
SH this would mean foR small). What characterizes CN is that the small parameter
corresponds to the inverse aspect ratio of the system and the derivation is carried out by
modulating straight roll solutions.

The derivation of the CN equation for a wide variety of stationary pattern-forming
equations was worked out, for example, in [19], [46], [51]. In all these cases, the modu-
lation equation can be rewritten in divergence form as

(KO = —Vy - (kB(K?), 5)

where the diﬁusion coefficients are recovered@i —k B/t and D = —(kB)/z.
For SH,7(k?) = ((32)?) andB(k?) = 3% (w§), where(:) = 2t [.d@ is the phase
average with respect ta Thestationaryform of (5) is given by

Vg - (kB(k?) =0,

V)‘(szo, ©

wherek &' V5 ©. These equations are the variational equatiqks)O1 = —8Z/80 for
the free energy

1
_ _/ G2(k?) dX dY, @)
2 Jg
whereG2(k?) = — fkkzz B(s) ds, wherekg is chosen so that the minimum 6R(k?) is
B
zero.
For the Swift-Hohenberg equatidd?(k?) = —-<wg> is transcendental. For con-

creteness here, we will approximabg by the first term in its Fourier expansion (which
is in fact valid close to threshold). In this truncati@andt can be approximated by
polynomials as

kB(k?) ~ 2k(1—k*)(R— (1—k??),
t1(k®) ~ (R— (1-k%?). (8)

The cubic-like profile ok B, commonto alarge class of microscopic systems, is displayed
in Figure 2b. The energy density for this approximation,

ﬁw%=%mhwR—a—Wﬁ%, 9
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Fig. 2. (a) CN energy density as a function of k. (b) Corresponding
(kB(K?)).

is graphed in Fig. 2a. Whenever one of the diffusion coefficients crosses zero, the system
(6) changes type. Figure 2b indicates where these crossings occur. In particular the range
ofwavenumbers betwedm andk; g constitutes the range of linearly stable wavenumbers

in the vicinity of the straight roll solutions. In this range, known as the Busse balloon
[11], (4) is a quasilinear diffusion equation férwhose spatial part (the RHS of (4)) is

a positive elliptic operator.

2.3. Nonlinear Structure of the Cross-Newell Equation

We explore further the mathematical structure of the stationary phase diffusion equa-
tion (6). As we just mentioned, this is a quasilinear equation of mixed type. In order
to identify the different elliptic and hyperbolic regimes of this equation as well as to
describe its multivalued analytic solutions, it will be useful to introduce the quadratic
form, with entries depending aif, g),

def

QE

(where’ = %) and its adjugate form

B1+ 2Bk - 'k,

Q*¥ = B1+2B'i- A,

wherefi = Jk andJ = (01 ‘01). The adjugate of a matriM is implicitly defined by

M - M2 = det(M)1. The stationary equation may now be expressed as the vanishing
trace of a product of quadratic forms,

Vg - (kB) = Tr{Q- D26}
= (B+ 2B f?)Oxx + 4B fgOxy + (B +2B'g?)Oyy =0, (10)
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with D§® construed as the Hessian®f The characteristic ODE is then given by

tdXQMdX = (B + 2B’ fA)dY?2 — 4B fgd XdY+ (B +2B'g?)dX2=0. (11
The eigenvectors d arek andfi. One easily sees from its definition that

= (kB)KK, (12)
= Bii. (13)

= T

Q
Q
Note that the eigenvalues are proportional to the parallel and perpendicular diffusion
coefficients appearing in (4). Sin€and its adjugate are similar,

Q ="'JQdy, (14)

Q% has the same eigenvalues@svith the corresponding eigenvectors rotated. 90
particular, the stationary phase diffusion equation is elliptic when both diffusion coeffi-
cients have the same sign and hyperbolic when the signs are opposite. These eigenvalue
signatures partition the wavenumber ranges as follows (see Figure 2b):

ke <k<kg=B=>0,(kB)y<0 (hyperbolig, (15)
ks <k <kg=B<0,(kBy<0 (elliptic),
ke <k<k =B<0,(kByx=>0 (hyperbolig.

The characteristic speeds. (we use this terminology even when our equation is
elliptic) can be determined from (11) by the quadratic formula:

rr = 2B’ fg+/4(B fg)2— (B + 2B f2)(B + 2B'g?) (16)

= 2B/ fg+ /—B(kB)x.

Comparing this with (15) one sees that the speeds become equal only at places where the
equation changes type between elliptic and hyperbolic, i.e., where one of the eigenvalues
of Q becomes zero.

The elliptic interval betweekg andk g is frequently referred to as tigusse balloon
[11]. One understands the significance of the Busse balloon by considering the second
derivative of the free energy (7) which can be represented in terms of the quadratic form
Q. On the family of perturbation®® = ©© 4+ 560® with 0 < |§| < 1, the free energy
can be expanded by Taylor's theorem as

A / / dX dYK©@Bk©2) . kD 17)
U

)
—}/ (8—5){// dXdY(tlZﬂ))Q(S)(lZ(l))} ds,
2 Jo U

whereQ® is Q evaluated or®®.

If one takes®@ to be a solution of the stationary equation, then the ofderm
vanishes entirely. Moreover,#Q© is positive definite in a neighborho@®, then for
eWM sufficiently small so is-Q® for 0 < s < §. It follows that in this casg©® < 7®),
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and therefore any solution of the stationary phase diffusion equation whose wavevectors
IZaIways lie in the Busse balloon is a local minimum of the energy. On this neighborhood
7 would be convex.

On the other hand i®© is a solution for whichQ©@ has a negative eigenvalue at
some point, then the energy can be lowered by an arbitrarily small perturbation. To see
this observe from (12) and (15) that in the intergiag , kg) (resp.(k g, ki), i (resp.k),
is the direction of maximal decreaseDat®®. Taking®@® = w© (resp ©@) lowers
the energyZ® belowZ@. Therefore, in the functional vicinity of any solution having
k < 1in some region of th&—plane, the energy is nonconvex. For the solutions that we
shall explicitly constructin Section 3.2 this will be the case. In the time-dependent setting
(5), this nonconvexity implies that the stationary solution is unstable. This instability,
known in the literature as the zig-zag instability, is one of the problems which force us
to consider a regularization of the Cross-Newell equation.

Equation (10) has a form that appears in many other mathematical contexts. One
such is the equation for nonparametric minimal surfacé®iiThese are locally area-
minimizing surfaces among surfaces presented as a gtaph (X, Y). The analogue
of the free energy in this problem is the area functional of the surface. Bete
(1 + h% + h2)~Y2 and the energy integrand jsk B(k?) dk = (1 + hZ + h?)¥2. The
analogue of the rolls are the level sets of the minimal surface. There is a vast literature
on this problem [48]. We will exploit this geometric analogy in our analysis of defects
in Section 3. Another example is the equations for 2D stationary, ideal, isentropic gas
dynamics [17]. Her& is the fluid velocity andB(k?) is the density. The energy integrand
is this fluid density, and the gas dynamics equations are the variational equations for
this energy. A particularly challenging aspect of these equations is to describe (weak)
solutions in the transonic regime where the equation changes type from hyperbolic to
elliptic. The phase diffusion equation is more difficult than these classical examples
because it8(k?) is not monotone.

2.4. Singularities

In the immediate vicinity of a defect where one can see that the wavevector changes
rapidly, the modulational ansatz is no longer even formally valid, and in fact the station-
ary equation (6)—when solved by the method of characteristics—develops multivalued
solutions, as will be described in Section 3. Nevertheless, we will see that the unregu-
larized equation supports explicit solutions that give an excellent representation of some
of the most frequently observed isolated stationary defects. Two types of defects arise
in this setting. One type is related ¢taustics which are envelopes of characteristics of

the system (6)—i.e., places where characteristics begin to collide. Their presence indi-
cates that the solution has become multivalued and therefore can no longer be classical.
Caustics correspond to curves in 1€ Y)-plane where the solution changes from one
branch to another. The other type of defect it defectWhereas caustics represent

a geometric obstruction to the existence of a global classical vector field solution of
(6), a point defect is a topological obstruction to the existence of glpiaalientvector

field solutions, although local gradient solutions will exist everywhere away from point
defects.
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2.4.1. Twist and the Topology of Point DefectsAt the most fundamental level, our
experience of roll patterns is as a family of stripes. In the case of Swift-Hohenberg,
for example, these stripes may locally look like the level curves of a function such as
cosko - X), at least away from defects. The phasdself need not be well defined (for
instance® — —© leaves the pattern unaltered). The existence of these ambiguities
is intimately related to the types of defects that can occur. The second equation in (6),
Vi % k = 0, allows us to conclude tHecal existence of a potentia®), for K; i.e.,

VO =k = (f, g). Defects in the pattern can be obstructions to the extension of the local
potentials to a single global one. This obstruction is topological. To gain some insight
into the purely topological aspects of defects in our problem, we consider equation (6)
with B = 1. In this case the equations are linear (in fact, they are equivalent to Laplace’s
equation). Figure 3 shows some examples of canonical patterns with defects. This does
capture the topological character of defects; what is different for theBasd. is that

the associated energy density has no minima. Hence, there is no mechanism for selecting
a preferred wavenumbér

In Figure 3a we have tried to consistently plot a vectorfield along a box surrounding
the defect. We see that this attempt must fail; the vector returns to its starting point
with its orientation reversed. The angle through which the vector rotates in traversing a
counterclockwise circuit, divided by, is called thawist[43], [31] of the defect. Thus
Figures 3a, 3b have twist1, +1, respectively. Figures 3c, 3d which have twj2 do
in fact have global potentials, although the potential for Figure 3d is undefined at the
defect. In these patterns the local wavevektisrdefined only up to a sigitk. To define
a global field with odd twist it is often convenient to consider the slightly weaker notion
of adirector field [18], which does not distinguish betweetk and —k.

Finding solutions of equation (10) with nontrivial twist is a challenging problem. In
Section 3 we show how to construct some solutions of this type on the complement of
a small neighborhood of the defects. In particular we construct such solutions having
single point defects of twist1 or +1.

2.4.2. Caustics.Singularities which we refer to asausticsare probably best exem-
plified in the context of geometric optics where they arise as envelopes of rays. To be
precise let us consider the example of an elliptical don§ainith rays emanating nor-
mally to the boundaryy 2, of this ellipse and directed towards its interior as indicated
in Figure 4a. To be specific, in what followi()(s) is the counterclockwise unit-speed
arclength parametrization 62 and N(s) = JXo(s) is the inward pointing unit nor-
mal.

In this example, the analogue of a multivalued solution of the CN equation that we
will construct is the ray surface, which is defined to be

{()2,2): X = Xo(s) +tN(s) and Z =tfor(st) € (0, L)XR},

wherelL is the length of the ellipse. This surface is ruled by the rays that are the lines
in the ray surface gotten by fixing = s5. The level curves of this multivalued ray
surface are gotten by taking a horizontal sliceé atty; i.e., these are the loci ddcally
equidistant points t6<2. A few of these level curves are shown in Figure 4b which shows
the development of caustic singularities whegets large enough.
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Onthe other hand one canintroduce a single-valued truncation of the ray surface which
is simply the functiord (X) on<2 defined to be the distance frairto the boundary of the
ellipse; i.e. dX) = dlstance(X 9€2). The graph of this function is smooth away from
pIacesX for which there is more than one point 6& having the same distance ¥a
Such nonsmooth points are part of thefect locuf this surface shown in Figure 4c as
the horizontal segment on thé axis whose endpoints are located at the two curvature
centers of the ellipse.

Above this locus, two branches of the ray surface intersect. This intersection occurs
before the corresponding rays have a chance to reach a caustic (excepting the curvature
centers at the endpoints of the defect, which are incipient caustics).

Multivalued surfaces having caustic singularities of this form arise naturally as Leg-
endre transforms of nonconvex functions@]{ﬁ) is such a function, then its Legendre
transform®(X) is implicitly defined by the relation

O(X) + O(K) =k

As will be explained in Section 3.1, thﬁ()?) is a solution of the stationary CN
equation®(k) solves a hodograph equation in which the roles of the independent and
dependent variables are interchanged. The advantage of this hodograph equation is that
it is linear and so it is a more tractable equation to solve and analyze. The Legendre
transform is a differentiable map fromspace andK- -space. Caustics are analytically
described as the image }(rspace of the locus where the Jacobiar= Xt Yy — XgY})

of the Legendre map vanishes.

Figure 5 illustrates the generic types of caustic singularities that arise in Legendre
transforms of solutions to the hodograph equation associated to the stationary CN equa-
tion. The caustics are the bold dark lines corresponding to places whef@ Smooth
points along these curves are referred téodds Cuspidal points such as those seen in
part (a) of this figure are calleclisps Places where two branches cross, as in part (c)
are calledumbilics Folds and cusps are generic singularities for general Legendre trans-
formations as was originally shown by Whitney [60]. Umbilics only become generic
when the additional constraint is imposed tkertxX) should solve the stationary CN
equation. The proof that, with this constraint, the above singularities are the only generic
singularities will be described in [22], which applies results from [13].

One would like to pass from multivalued solutions of the CN solution to single-valued
solutions with defects, analogous to what was done in the geometric optics example.
However, unlike this example, a solution of the CN equation—or of the associated
hodograph equation—does not have a natural notion of distance associated with it. Thus
there is no obvious mechanism for selecting where the multivalued solution can be
cut off, i.e., where the defect should be placed. In [22] we explore some examples in
which a metriccanbe associated with a solution of the hodograph equation which may
then be used to truncate the multivalued Legendre transform of this solution and so get
an approximate solution of the CN equation with defects. Alternatively one can try to
realize a single-valued weak solution of CN equation, as a singular limit of solutions
to a regularization of this equation as one does in taking the zero-viscosity limit of the
Burgers equation. This is what is done in Sections 4 and 5 of this paper. The next section
reviews the background for this approach.
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Fig. 5. Rolls in the physical plane (a), (c) and hodograph plane (b), (d). The bold dark lines in (a),
(c) show the locus of = 0. Note that in (a), (c) the cusps of the rolls lie on this locus.

2.5. The Regularized Cross-Newell Equation

To construct physically reasonable solutions, one needs to introduce a regularization of
egs. (5) and (6). This regularization comes in at orfesince ordet? terms do not
contribute to the phase equation. Among all terms at third order we only keep those
which are dominant with respect to the small parameteki. The same will be true in
Section 4 forB(k?), which we shall approximate by-1k?. The resulting equation [19],

1(K)O7 + V - kB(K) + n€2v*® = 0, (18

and its smalle limit will be discussed in later chapters of this paper. Here=

| Bk(kg)|/4kg. In the remainder of this paper we will, for convenience of notation, assume
thatn = 1. Near threshold Kuramoto added a similar fourth-order term to regularize an
antidiffusive 1D phase equation which has become known as the Kuramoto-Sivashinsky
equation. It is also interesting that a stationary version of (18) has recently been put
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=

)

Fig. 6. A quasi-stationary solution of the
Swift-Hohenberg equation & = 0.5.

7

forward as a model for the formation of defects in the blistering of thin films [50],
[28].

Figure 6 exhibits the rolls, i.e., level curves, of a stationary solution of SH. The
equation is solved in a disk with = 0 anddw/dn = 0 on the boundary and with
initial data having symmetry under 12fbtation. This figure, which exhibits a concave
disclination at the origin, is a snapshot taken when the solution has become effectively
stationary.

One can see that these are far from straight roll solutions. The curvature in these rolls
is due to the influence of boundary conditions and the fact th&iagaised above the
critical thresholdR. = 0, roll “patches” arising at different locations have uncorrelated
orientations. The pattern is a mosaic of patches with different roll orientations, connected
at grain boundaries (which are the rays at anglés r, 57/3) that meet at the origin in
a point defect.

Figure 7 shows a numerical solution of ttationaryRCN equation (18) on a double
cover of the disk. Notice that, away from a thin layer along the boundary, the agreement
between Figures 6 and 7 is quite striking.

Figure 8 is another numerical solution of the stationary regularized phase diffusion
equation also calculated on a double cover of the disk. The similarity of the structure
of this numerically generated solution with that of the experimental pictures shown in
Figure 1 provides some justification for the exploration of the Cross-Newell model.

The stationary RCN equation (18) is variational with free engi§y(®),

5€(®)=fe(A®)2d>2+1/ef G2(k) dX,
Q Q

whereG? = — fkk; B dk? and whereQ will generally be taken to be a simply connected

B
domain in the plane. In general we will consider this energy functional on a class of
functions with (possiblyg-dependent) Dirichlet boundary conditions.
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,>>>L_

Fig. 7. A concave disclination of the regularized Cross-
Newell equation.

As will be described in Section 4.1 we have found that functions in the above class
which equipartition this free energy solve the variational equations of this energy away
from places where the Gaussian curvature of the graghisfnonzero. The support of
this curvature concentrates on sets of vanishingly small measdreeads to zero. The
energy is equipartitioned B¢ solves

€V20° = FG.
We refer to solutions of either of these equationse&dualsolutions. Such solutions,

used as test functions, are the key ingredient in estimating minimizers of the free energy
&<, which is the subject of Section 5.

3. Exact Solutions of the Stationary Phase Diffusion Equation
This section presents detailed descriptions of solutions of the stationary phase diffusion
equation. It is possible to construct all multivalued solutions of (6) whose expansion as

a second-order scalar equation is given in equation (10), which we reproduce here for
the reader’s convenience:

Vi - (kB) = Tr{Q- D20} = (B+2B'f?)Oxx +4B' f{gOxy + (B+2B'g*)Oyy = 0.

This section will describe and illustrate this construction. Our method usésgies-
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Fig. 8. A convex disclination of the regularized Cross-
Newell equation.

dre transfornwhichinterchanges the dependentvariaﬁles( f, ) andtheindependent
variablesX = (X, Y) in (10). The induced equation for the inverted functioXgk), is
a linear partial differential equation called thedographequation, which turns out to
be separable in polar coordinaigs = k cos¢, g = ksing).

3.1. Legendre Transform

The Legendre transform [17] provides an effective means for interchanging the roles of
the dependent and independent variables of the phase diffusion equation, which will in
fact linearize this equation. In this application it is often referred to as the hodograph
transform. It also serves to describe the multivalued character of the analytic solutions to
the phase diffusion equation. The Legendre transforafithe phase can be implicitly
defined by

O(X)+6K) =k- X. (19)
Differentiating this relation,
VO =k = V0 =X,
DZO = % DZO = %

one arrives at a relation between second derivatives

(@xx Oxy 1 899 _®fg
=17 A N ;
Oxy Oyy —Otg Oy
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: (20)

from which the hodograph equation is immediate
tr{Q°¥. D20} = (B + 2B’ f?)Ogq — 4B' fgO1g + (B + 2B'g>)Oy1 = 0.
This equation is manifestly linear. The characteristic ODE for the hodograph is
tdkQdk = (B + 2B’ f3)df2 + 4B fgdfdg+ (B + 2B'g)dg? = 0.  (21)

It follows from this and equation (14) that the stationary phase diffusion equation and
its hodograph are both elliptic (respectively hyperbolic)Qf%, or equivalentlyQ, is
definite (respectively indefinite).

When the stationary phase diffusion equation is elliptic, one can show by an appli-
cation of Holmgren’s Theorem [24] that, with the possible exception of isolated point
defects, the hodograph maft(l?) is locally 1:1. In particulary cannot vanish along a
curve in elliptic regions without vanishing identically. .

In nonelliptic regiong may vanish along curves. Then the hodograph Xép has
folds and more complicated caustics. A consequence of this folding is that the analytic
solutions of (6) are multivalued. Figure 5 illustrates the loci whete 0 in thek plane
and the corresponding caustics)Xn One can notice in this figure that the caustics are
the envelope of places where rolls develop cusps and become multivalued.

SinceQ? is definite in the elliptic region of (15), the ODE (11) has no nontrivial real
solutions. On the other hand, in hyperbolic regions wigg®is indefinite, there are two
families of characteristics solving (11) which give local coordinates on these regions.

3.2. Fundamental Hodograph Modes
Changing to polar coordinates,
(f =kcosp, g=ksing),

equation (21) becomes

(kB)Oyy + k{(kB)OKJk =0, (22
and the Legendre relation (19) simply reads

O = kO — 6. (23

This section explains how equations (22) and (23) suffice for the construction of exact

solutions of (6).
The key reason they do suffice is that equation (22) is separable. With the ansatz

© = Fa(k) cosing + 8), (24)
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equation (22) separates, leading F(k) to the ODE
k{(KB){Fn}h — n*(kB)k{Fn} = 0. (25

This separation is a reflection of the rotational invariance of the original phase diffusion
equation (6).

The Jacobian (20) of the mappirig, k) — (X, y) associated with the!" mode
solution (24) of equation (22) is

n2 2
=1+ cog(ng) {—1+ kB (n{F”}" _ ?{F”})> } (26)

B ({Fn)k — ¢{Fn}

Note that along the Eckhaus boundaries wiikB), = 0, j, vanishes when cégng) =
1 (¢ = "), while whenB = 0, it vanishes for cd§ng) = 0 (¢ = %=, m odd).
Forn = 0, 1, equation (25) admits closed form solutions, which we use to illustrate

the general method. Fo = 0, thegeneral solution of equation (22) is

0= +a/kdk+a + & /kdk 27)
=%+a [ 5 o¢ + agd KB
The mapping from the hodograph plane to the physical plane giv@ﬁ By(X,Y) =
Vi®is
_ (@ +ag¢)\  sin@) “ dk
X = c05(¢>)< B )— ” <a2+a3f @), (28)
. a + a co K dk
Y = sin(¢) <( : k53¢)> + Sk(‘p) (az+a3f @) (29)
The pullback of® to the hodograph plane, (23), is
0 = —(a0+ 209) + (@ + 259) = /kdk (30)
= —(ao 9 1 3 B kB /"

The level curves® = mz, in the hodograph plane are depicted in Figures 9a—c. The
corresponding rolls in the physical plane are calculated by tracing the images of these
level curves under the mapping (28) as shown in Figures 9d—f. The patterns represented
here are called “vortices” (Fig. 9a,d) in which is a linear function ofp, “foci” or
“targets” (Fig. 9b,e) in whicl® is purely a function ok, and “spirals” (Fig. 9c,f) which
are general n=0 solutions. One can construct spiral solutions with an arbitrary number
of arms. If one setX = Rcoq«), Y = Rsin(a), kx = kcog¢), andky = ksin(¢),
then the wavevector gets associated with its physical location by the formulas

R = (1k),/a2/B(k)2 + m?,

a = ¢+ tanmi(mBK)/ay).

Here,m is the number of spiral arms and the paramatecontrols the structure of the
core of the spiral.
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C)

Z

Fig. 9. Contours of® = mx for several exactly calculated = O solutions in the hodograph
plane (a)—(c) and the corresponding contours in the physical plane (d)—(f).

For n = 1 thegeneral solution to equation (22) can be represented as

. k dk
0 = 2¢k / kd3_B cog¢) + ck cos¢p — ¢o), (31

wherec;, ¢, and¢g are constants and where the rotational degree of freedom corre-
sponding to the substitutioh — ¢ + § has been suppressed. The mapping from the
hodograph plane to the physical plane is

Kdk ¢
X=0q f GB k2B(1+ €0g2¢)) + C2 coY¢o), (32)
Y = sz Sin(2¢) + ¢z sin(¢o). (33)

The pullback of® to the hodograph plane, (23), is
2c
0= B cog¢). (39

The level curves® = msm, in the hodograph plane are depicted in Figure 10a. The
corresponding rolls in the physical plane are obtained by tracing the images of these
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& _\\j‘\g

Fig. 10. Contours of® = mx for n = 1 solution in (a) the hodograph plane and (b) the corre-
sponding contour in the physical plane. A blown-up view of the center (boxed in (b)) with contours
drawn for® = mx/10, and the solution extended outide= k;, is shown in (c).

level curves under the mapping (32). In Figure 10b we plot the images of these rolls in
the physical plane coming from half of a thin annular ring clos& te kg(1 < k <
11, -3 <o <3%).

We refer to the pattern shown here as a “roman arch.” There is an apparent defect
located near the origin with a half-line emanating from it along Wrﬁahndergoes a
jump ofr or, equivalently, a reversal of orientation. Parallel to this half-line are apparent
straight horizontal rolls with wavelength effectively equal to 1. This part of the pattern
comes from the region negr= +7% in the hodograph plane where in the map (32) the
coefficients of the terms proportionalgwanish so that the logarithmic termy (In(| B|))
becomes dominant. Assume that-1 = O(e) sothatiB| = O(e): if |¢p /2| = O(e)
then sin2¢) = O(e) and 1+ cog2¢) = O(e?) so that

dk c .
X = c/ @B + O(e), Y = °B sin(2¢) = O(1).

TheY component is effectively linear i@ 4+ /2)/B, and theX component is effectively
independent of and proportional to I B]). In the right half of the physical plane the
rolls are semicircular. Here the polar partis dominating and the logarithmic integral term
in the X component can be neglected.

The image of this narrow ring appears to fill a large open region of the physical plane.
In the limit as the inner radius of the ring approackes 1, the image would appear
to fill the entire physical plane. The pointlike defect is a small, roughly circular region
in the physical plane. A blowup of this defect region is shown in Figure 10c (same as
in Fig. 9a) where the rolls are now level curv®s= mx/10. Within this region is the
image of the locus where the jacobian of the mapping (32) vanishes:

<kB>k} o

(35

Jl=1—00§(¢){1— =

Along this locus (shown in Fig. 10a) the mapping ceases to be 1:1, and its image is a
caustic in the physical plane. One sees that the caustic consists of a fold that at two points
develops a cusp. Moreover, the rolls themselves develop cusps along the caustic and so
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clearly the solution has ceased to be physical. Note that this caustic and the cuspidal rolls
all occur in the hyperbolic region beyond the right Eckhaus bounklasyk; e .

Equation (25) has a regular singular poinkat kg (= 1) which is a root ofB. Since
the energy (7) tends to be minimized by solutions witmiformly close tkg, we expect
to find good approximations to solutions of the stationary phase diffusion equation from
a Frobenius expansion near= kg of the solution,F,(k), to equation (25). Changing
variables frork to B, this is equivalent to expanding Bt= 0. The result to ordeB? is

Fa(k) &~ log|B|(1+ p1B + B2B?) + y1B + 12 B2,

where
p1 = nay,
n2
,32 = Z (4012_0‘%(1_n2))’

= 2% — oy (1+2n7),
1

(60[3 —(6+ 4n2)0110l2 + 2+ n? — 3I’l4)05f)

Y2 = ) )

and if we expand ~ 1+ a3 B + a»B? + 3B we get

1
TS

1
2 = TR

B 11
* = "\16r* " 128R% )’

whereR = /X2 4+ Y2,

In this approximation the hodograph map for tm&™mode” is given by

(3) - = (52)
+nlog|B| (n cosng) (Z?ﬁ;’:) — sin(ng) (122;’ ))
whereé in equation (24) is set to 0 ar@ in thek plane is given by
0= (aiB +n?>—1) Iog|B|) cosng). (37)

Figure 11 showstherollsin physica?lspace corresponding to the level curées- ms
for a range ofm in the case of some small valuesrof

The map (36) is a superposition of pol%o and logarithmic (logB|) terms. When
cogng) = 0, a logarithmic term dominates. In the figures these regions correspond to
patches of straight parallel rolls. Note in the figures that these patches occupy a large
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e)

n=3 k>1

Fig. 11. Rolls in physical plane (e)—(h), (m)—(p) and corresponding pre-images ik fiane
(@)—(d), @-().
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portion of theX plane. On the complement of these patches the polar part is dominant.
This is the region of curvature which interpolates the patches of straight rolls.

Again we observe that the figures drawn, which fill infinite sectors epace, are the
images of arerynarrow band ok values neakg. Fork > kg the defects, which appear
pointlike in the figures, correspond to small hyperbolic regions bounded by the image of
k| = kre. Outside this small hyperbolic island, the field is elliptic and therefore without
folds although the degree of the map is typically greater than 1k Fokg the figures
are similar with the important exception that now there are folds.

3.3. Weak Solutions of the Stationary Phase Diffusion Equation

In the introduction we displayed several illustrative experimental and numerical patterns
(Figures 1, 6, 7, and 8). From these one would expect that the patterns—and their
defects—which we wantto describe, should correspond to single-valued phase functions,
possibly with discontinuities in their derivativds= ©x andg = Oy. Itis natural to ask

if one can construct such phase functions from the multivalued solutions we have been
considering by “jumping” from one branch of the solution to another along a “shock”
as in the classical model of weak solutions to scalar conservation laws. Along a curve in
the X-plane where® may have jump discontinuities in its gradidgtthe condition to

be a weak solution is

P oo
I(tamg = ktangv
o o

Bknorm = Bknorm’

wherel?tﬁglngl (resp.l?ﬁorm) are the tangential (resp. normal) components on the two sides

(%) of the curve wheré jumps [51].

A systematic attempt was made to construct weak solutions in the case of 2D stationary
ideal isentropic gas dynamics wh&tk?) is the fluid density. There are a number of
interesting partial results for this problem (see for instance [17]) but the program was
never successfully carried to completion.

One way to satisfy the jump condition for the normal componentsBs=f 0, which
occurs, for instance, whek = 1. In this_case the jump conditions acquire a more
symmetrical form sincé& = 1 implies that(ki5,)? + (Kiorm)® = 1:

kttmg = kt;ng’ (38)

e —
+0rm = - I(norm‘

Abeautiful example that is almost a weak solution is constructed from the multivalued
solution shown in Figure 5c. If one cuts the corresponding surface along the directions
of the cube roots of-1, where the rolls cross themselves, then the resulting surface is
single-valued with a roll pattern, which is an ideal version of that in Figure 6. The jumps
in k along the directions of the cube roots efl clearly satisfy the jump conditions
(38). This is not quite a weak solution since along the jufdgs not identically O,
although it is exponentially close. There is a limiting form of this solution that is a weak
solution.
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Although one may construct a number of weak solutions in this way, as with the case
of gas dynamics, a complete solution seems unlikely. Instead we will take an approach
analogous to that of constructing viscosity solutions. In the next section we modify
the Cross-Newell equation (6) by adding to it an appropriate regularization term. The
solutions of this regularized equation will be smooth and single-valued. In a limit, as the
regularization is removed, we expect to recover a single-valued weak solution of (6).

When we consider the limit of regularized solutions we will find that we are driven
to limiting weak solutions for whiclk = kg almost everywhere. Since, wh&n= kg,

Ay = A_, this would appear to drive us outside the scope of what we have considered
in this section. However, we have seen in the examples of the concave and convex
disclinations, that there are branches of multivalued solutions defined on mostf the
plane for whichk is uniformly very close tdkg. We expect the weak limits we study to

be closely related to theddn these examples, the single-valued branch selected by this
limit “cuts off” well before the multivalued solution would have reached a caustic. So,
caustic singularities are not seen in the weak solution; however, the structure of defects
in the weak solution is strongly influenced by the caustics of the associated multivalued
solution.

Finally, the point singularities, which for the most part occukat 0 or co or on
the boundaries of caustics, do not appear in limiting weak solutions. However, the twist
invariant of these singularities still influences the topology of weak solutions [22].

4. Regularization

The stationary RCN equation (18) is variational. Though not necessary, it will simplify
our description to further approximate the energy density (9) to leading order in the
vicinity of its minimumk = kg = 1. One then take§2(k) = (1 —k?)?, and in this case

the free energy for stationary RCN is

£(O) :fe(A®)2d>2+1/e/(1—k2)2d>?, (39
Q Q

where the domaig will, from now on, be taken to be a simply connected domain in the
plane. In general we consider this energy functional on a class of functions with fixed,
though possiblg-dependent, Dirichlet boundary conditions.

Using the null-Lagrangian identity [23], [5],

(A0)* = |VK* +2[0, 0], (40)
whereVk is the matrix of second partial derivatives ®f one sees tha)fQ(A@)2 dX
* In fact there do exist solutions of the CN equation for whiick= kg almost everywhere; such solutions

have the hodograph jacobian, equal to 0 everywhere and correspond to so-caletplesolutions of the
quasilinear system (6) [30].
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actually controls the second derivatived ifi This follows from (40) because, O] is
a perfect divergence:
Letk = (f, g)t. Then

2/[6,@]d>2 2/<fng ~ fyg dX (a1)
Q Q

foy —gfy S
= V. dX 42
/Q (gfx—fgx> (42)
=7§ K x di
02
= f k3d <tan‘l 9)
26 f

= 7§ k?(s)dg (s).
Q2

Thus [,(A®)?dX may be replaced by, |VK|2dX in £€(®) at the cost of adding a
constantg(e), to the energy which depends only on the boundary data:

E4(®) =/e|vR|2d>?+1/e/(1—k2)2d>2+c(e). (43)
Q Q

The minima of this energy are solutions of (18). So one approach to finding single-valued
weaksolutions of the stationary CN equation (6) is to consider a sequence of minimizers
®¢, one for eacl, and describe its limit points, if such exist in an appropriate sense,
ase — 0. Such limit points are referred to asymptotic minimizerg-or the boundary
conditions we will consider, the constari) tends to zero as — 0 and therefore can
be ignored.

The problem of describing the asymptotic minimizers of (43) fits into a natural hi-
erarchy of geometrically and physically motivated singular variational problems. The
most basic of these is th®rmonic map problerf23] which asks to find the minima of

/ IVK2dX,
Q

wherek is an arbitrary vectorfield of subject to the constraint th{ﬁ| = 1 and with
fixed smooth boundary conditicﬁhag = gwith |g| = 1. These minimizers are harmonic
maps fromQ to St. If Q is simply connected, then minimizers will not exist unless the
winding number ofj arounda 2 is zero. .

To capture harmonic maps with defects one can weaken the constraitk|tkatl
everywhere by incorporating it as a nonconvex term in the variational problem. The
energy (43) does this if one takes the domain to be all vectorfields rather than just
those which are locally gradient. In this case—that is, whénallowed to range over
arbitrary vectorfields—this energy is referred to as @iazburg-Landauree energy
since the gradient flow associated to this energy solves the Ginzburg-Landau equation. It
also arises as a model for vortex dynamics in superconductivity [26] and as an idealized
model for liquid crystal patterns [39]. One expects that the asymptotic minimizers for
this problem should satist?| = 1 almost everywhere. A complete description of the
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asymptotic minimizers for the Ginzburg-Landau problem was recently worked out by
Bethuel, Brezis, and &léin [7]. They showed that if the winding number@#round
aQisd > 0, then the asymptotic Ginzburg-Landau minimizers acquidéstinct point
defects, ay, ...,ad in the limit, and in the complement these minimizers converge
to a harmonic mapxo Q — {31,...,34}) — S'. The location of the point defects is
completely determined by the boundary dgt& he free energy written in microscopic
coordinatex, y becomeszleé’f with a minimum value that diverges asglnwhere% is

the aspect ratio.

The variational problem associated with the RCN equation fits naturally in succession
after the previous two. The energy is the Ginzburg-Landau energy but restricted to
vectorfields which are gradient. The numerical experiments shown in Figures 6, 7, and
8 suggest that the defects of the asymptotic minimizers occur along one-dimensional
curves. For a restricted but interesting class of boundary data our results suggest that
away from curvilinear defects the minimizers limit to a smooth viscosity solution of the
CN equation associated with the energy den€i#fk) = (1 — k?)2. In this case the
microscopic free energy minimum will diverge ag lthe aspect ratio.

4.1. Self-Dual Solutions

As mentioned above, equation (6) is a quasilinear second-order differential system which
can, depending on wavenumtkebe elliptic or hyperbolic. The time-dependent equation

(5) is ill-posed wherk crosses into regions where equation (6) becomes hyperbolic.
Moreover, in general, classical global stationary solutions will not exist unless they
are allowed to be multivalued. We have seen in examples that this occurs when the
modulational ansatz is violated and therefore one is led to seek an improved macroscopic
model. One such is the regularization (18), which we rewrite here for convenience,

1(K)OT + V - KB(K) + €2V*® = 0.

The regularization tem;uzv4 ® is formally ordere2 smaller compared t¥; - k B(k) and

only comes into play Wheh crosses into regions where equation (6) becomes ill-posed
andVy -k can become large on the orderecﬂ‘1

Equatlon (18) can be written a®; = 8 F</5® with
Fe = / (G*(IVO)) + €2(V?©)?) dX dY, (44)
whereG? = — sz B dIi? is always nonnegative, with an isolated minimunkat kg.

Note that, in the case of the modulation coefficients for the SH equation (&)wfibhin
the marginal stability band;(k) > 0. In fact, this is generally the case [51]. Thus, the
linearization of (18) at a stationary solution whose wavenumber support lies within this
band, will be pseudo-gradient in the sense thaFHf/s® > 0, the stationary solution
will be linearly stable with respect to the time evolution.

In introducing higher order terms to regularize the Cross-Newell equation, we lose
the method of constructing explicit stationary solutions via the Legendre transform.
However, we can, to a certain extent, recover solutions related to this method at least
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asymptotically. We refer to this methodself-dual reductiod The idea is motivated by
trying to extend to the field-theoretic setting the principle of the equipartition of energy in
classical Hamiltonian mechanics in which energy minima occur when the kinetic energy
equals the potential energy. In particular, the suggestion that this principle should hold
for RCN came from the discovery that it holds exactly in the weak bending setting [44].

In (44), G%(k?) is the “potential” ande?V?®? the “kinetic” energy density. (The
analogy for the latter is clearer in the energetically equivalent ﬁqmF(F foundin (43).)
There are results on the equipartition of energy for nonconvex variational problems in the
1D setting [32] as well as in the weak bending setting [44] mentioned above. The method
described in this section is generally applicable in 2D problems. This reduction is highly
effective as it allows one to exploit the well-developed theory of viscosity solutions to
control singular limits.

Let ®5p be a solution of the following second-order equation, which we call the
(anti-)self-dual equatian

V205, = FG, (45)
whereG is chosen such that it is positive whih> k3.

Proposition 4.1. A solution of the (anti—)self-dual equation (45) also satisfies
SF¢
b{C)
wherel[©, 8] = detHesg®) = OxxOyy — O%y.

= ie(vge)[(a, 0], (46)

16F¢
2460

We separately evaluate the two terms on the RHS. For the first, apphp e V20 = sG,
wheres = +1, to get

= e?V*0 — V(GV;G).

€2V40 = €V?(eV?0) = eV3(sG) = ¢V - (V4G) = s¢V - (V;G - Hesg0))

oD (G G N B (G G
= & —— _— R & —— —_ R .
axX \ a0y X aey XY aYy \aey " T aey

For the second term we have, using equation (45),

V(GViG) = seV(V?OV;G)

0 G d G
se— | (® Ovy)— se— [ (® Oyy)— | .
7% <( xx + YY)8®X>+ € (( xx + YY)8®Y)

Taking the difference of these terms we find that

15F¢ s <BZG 392G
— = €

=— — + —) (®xx@w - ®§(Y) .
2480 002 902

T The termself-dualis borrowed from quantum field theory. This concept is used to achieve a reduction from
fourth to second order in the Yang-Mills field equations [26]. There, as here, the reduction is effected by
making the ansatz (45) of energy equipartition.
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(

Fig. 12.“Knee” solution of self-dual equation.

Proposition 4.1 shows that a solution of equation (45) is a critical point of the free
energyif [®, B]is also zero. Sinced, O] is proportional to the curvature of the surface
which is the graph o®, we can also interpret this as saying that curvature measures the
deviation of (anti—)self-dual solutions from being solutions of the variational equations.
This result doesottell us that®g, minimizesF<. However, in the next section we will
demonstrate, for an interesting class of self-dual solutions, that asymptotically they limit
to weak solutions of the unregularized phase diffusion equation that in an appropriate
sense are asymptotic minimizerskif ase — 0.

4.2. Viscosity Solutions of the Self-Dual Equation

Whenk is nearkg, G = k? — k3 to a good approximation. From now on we will take
ke = 1. Whenk is close to 1, we replacé by k? — 1 and then the (anti—)self-dual
equation (45) may be transformed to a linear equation, in fact the Helmholtz equation,

Vi —y =0 47

by the logarithmic transformatio® = +¢ In .

Anillustrative and important example of the method of self-dual reduction is provided
by what we refer to as a “knee” solution of (47) (see Figure 12) which models a defect
along a one-dimensional contour (calleglaase grain boundarin the literature on
pattern formation):

O =koX —¢ln 2cosh< 1— k§Y/s> ) (48)

It is straightforward to check that this solution in fact solves equation (18) since
[®, ®] = 0. This solution can also be interpreted in the following way: The zig-zag
instability of the field of rolls® = ko X with wavevector(ko, 0), ko < 1, saturates into
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a pair of roll fields(ko, +,/1 — k3) and (ko, —,/1 — k3) separated by a boundary layer
along the bisector of their constant phase contours. The asymptotic limit of (48)>a8
is a weak solution of the CN equation (see Section 3.3).

Now more generally letr© (X) be any classical solution of the Helmholtz equa-
tion (47) on a bounded domain with smooth boundary and with Dirichlet boundary
conditions:

VOX(9) = v(9),

wherev© (s) is continuous and piecewise differentiable aléx§g for eache andX(s)
denotes the arclength parametrizatiord ©f.

We will assume that the sequeng®(s) converges uniformly i to a continuous
functionv© (s) on 92 and that

lim e (VIogw©) (X(s)) - As) = O(s), (49)

whereg© (s) is continuous and where we have denoted the outward unit norra&l to
by i(s).

In the case when® (s) is a constant independentafwhich physically corresponds
to a2 being a roll, the following result of Ishii and Koike [25] enables us to show that
assumption (49) is valid.

Theorem 4.2. For v/©(s) = 1 ande > 0, let W€ be the solution of (47). Then

(a) there is a constant C> 0 such that
lelog W (X) — d(X)| < C1e™?,
for X € Q ande > 0, where d X) is the distance fronX to <.
(b) there is a constant £> 0 such that
O(X) = O(Y)] < CalX =Y,
for (X, Y) € (2 x Q) ande > 0.

Briefly, the proof of this theorem proceeds as follows. First, one derives a continuous
upper bound, independent @fDefine

V(X) =sup{®‘(X) : 0 < € < 1},
for x € Q, and
V*(X) = Iimosup{V(y): yeQ, ly—x|=<r}.
r—

The functionV* is manifestly an upper bound independent.dfsing obstacle functions,
Ishii and Koike prove that this functionis Lipshitz. It follows from the maximum principle
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that ©¢(x) is nonnegative o®2. Part (b) of the theorem is immediate from these two
observations.

From (a) we have that the sequerdeg V¢ ()?) converges uniformly to the distance
function and (b) implies that the condition on the normal derivatives, (49), holds. Once
condition (49) is known to hold, the following asymptotic analysis determines the limits
of the higher derivativek and vk as well.

Using Green'’s identity [14], one has a boundary integral representation

G o o ©rv o e (Y (9))
an (X,Y(s) -G (X,Y(s))Tds,

M%%:/lﬂﬂm (50)
IR

whereG© is the Green'’s function for the Helmholtz equation on alR3f

.o 1 X—Y
GO(X,Y) = ——Ko<| '),
€

21

for X in the interior ofQ. The modified Bessel functions of integer ordep(r) [1],
formula 9.7.2, all have a singular pointrat= 0 and large asymptotics

K r)AJ\/;Fé—f it 51
M~ 5 A &b

From [1], formula 9.6.27, we also have the useful relation

d
Ki(r) = —aKo(r), (52
and
1 d
Ko(r) + FKl(r) =~ar K1(r). (59

Substituting (52) and (51) into (50),

GO = m9&<m—v©»(Y®—X 0

21 Jyg € € V(s) — X|
e IX —Y(S)|
L ()
1 ve(s) Y5 — X . e
2m m( 6|W$—X|n+3n60 54)

3 IX — Y(9)]
N ) —=——=—exp| ———
V21X = Y(9) € Vi
O( %exp(ﬂ)) ds_
VIX=Y(9)] €
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In addition, applying (53) and (51) to the gradient of (50) gives
o) = o [ YO (X <>l)(r<s>—§ ) (M)
2r € [Y(s) — X| [Y(s) — X|
c (X=YOI (Yo -X (Y -X
1 = — - N = =
IX - Y(S)I € [Y(s) — X| [Y(s) — X|
e IX =Y\ [ Y(s) = X
K = — | d
+mﬁ$1< ¢ )(ww—XJ >
ve(S) Y(S) av¢
= 55
27'[/(6 1Y (s) — | +8n S) %)
(o oY) (X
2IX =Y (9)| € €lY(s) — X| I=Y(s)
312 VAR,
(’)<<7q € ) exp(—_|x_Y(S)|>> ds.
[X =Y(s)| €

The self-dual boundary dat is expressed as Helmholtz data through

1 -
vé(s) = exp<g®‘(Y(s))>. (56)

Replacingv€ (s) by (56) and substituting this into (54), one then arrives at the asymptotic
representation

1 X —Y(s) _veF®)
292 /7€ Jyo \ IX = Y (9)]
'X‘W”‘@Nde

YOX) =

- Ai(s) exp (— .

+0 (ﬁexp(_dé(x)>>, (57)

whered(X) is the distance fronX to 99, A(s) = (_YYfS)) and we have used the substi-
1
tution

ave 1 ) v A
an (S)ve(s) =7 (5 =VO(Y(g)-n

Note that in this last point we have used the assumption (49) which, if valid, insures that
BO(s) is O(1) in € so that (57) is a valid asymptotic representation.
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Similarly, we see that

VOO (X) =

1 X —Y(s)
232./73 Jaa \ |X = Y(s)|

exp _IX=YeI-ede)) (Yo - X
€ I¥(s) - X|

+O<%exp(_de(x))>.

Asymptotically for smalk, the dominant contribution in these integrals comes from
places on the boundary at which the exporigat- Y (s)| — ©(Y(s)) is minimal. For
mostX there will be a unique simple minimugIn this case (later we will discuss what
happens when the minimum is not unique), the dominant contribution can be evaluated
by Laplace’s method and gives, to leading ordet,in

—1/2
) (59)

IX =Y ()| - @(Wé)))

- V®(\?<s>)> -A(S) (58)

= 1 - — - 4
(€) — = — Y| — & S
P(X) = 2 (‘(|X Y ()| O(Y(S)))

X-Y®) - L
————— —VON(®B)) | - A exp| —
<|x -Y(3) ) p(

+ O(ﬁexp(@)).

The asymptotic phase gradient is then

€

eV;: = k(X) = KQ(X) + Oe), (60)
with
Ll - X-Y®)
k@ (X) = lim eVg log¥¢(X) = ———, 61
(X) lim eV log (X) XV @) (61
wheres satisfies
X-Y@®) o _
= 4 VONY©E) |- Y3 =0, (62)
(IX =Y (@3] )

andY’(5) is the unit tangent vector to the boundarysaSince the integrand in (57) is
uniformly bounded forX € €, this representation can be differentiated arbitrarily. In
particular, tracking the asymptotic representatioWdf as was done fow itself yields
that for pointsX at which the phasgX — Y (s)| — ®(Y(s)) has a unique minimum

VK (X) = VKO (X) + O(e), (63)

whereVk is the matrix of second partial derivatives®f
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At pomts)? where Laplace’s method yields a unique minimum, this minimum value is
also unique in a neighborhood ¥fand varies smoothly in this neighborhood. Therefore,

X is not part of a defect. Defects occur at poMt;swhere there are two or more critical
points,5;, S, .. ., for which |X0 — Y(s)| - @(Y(s)) attains thesameminimal value.
We include in this the possibility that a defect occurs with multiplicity two or more; i.e.,
as a consequence of the coalescence of two or more simple defects.

Using equation (61) one sees th&® (X) has magnitude 1 everywhere, and therefore
the correspondin®® is a ruled surface away from defects. Consequer@{)[ ©©] =
0 and so away from possible defects we in fact have a solution of the limiting equa-
tion (6). _

For a givenXo, the condition that there are exactly two critical points attaining the
same minimum value imposes one condition ¥ne Q. Hence there is a curve in
the interior of 2 (depicted in Figure 13c as the curve separating the regions lakeled
andpg) containing)?o such that over this curve two branches (Figure 13a) of a multi-
valued solution of equation (6) intersect. These two branches are associated with the
two critical pointss,, 5. The roll pattern near this defect consists of almost equally
spaced level curves of the single-valued truncation (Figure 13b) of the multi-valued
solution of (6). We call such curvegain boundariesThese grain boundaries will per-
sist under perturbations of the boundary data. Roughly speaking, a perturbation will
slightly move the two intersecting branches but the new branches will still intersect
transversely. -

The following proposition shows that along grain boundak&3, satisfies the same
jump conditions (38) as weak solutions of (6).

Proposition 4.3. LetI" denote a grain boundary. FX eT

Kong(X18) = Kong(X1%2),
lzr?orm()zlgl) - —Egorm(iléz),

wherekang(X|s) (resp. kno,m(X|§)) is the tangential (resp. normal) component along

T of kO corresponding to the boundary poi&t In other words, the jump ikO alongl’
is normal torI".

This follows by a direct calculation from the condition that
X = YE)| -0V ED) =X - Y& - 0¥ (%)

and from the variational condition (62).

Fora given)?o, the condition that there are exactly three critical points attaining the
same minimum value imposes two conditionsXre . Hence there is a discrete set
of points where three branches of a multival@ihtersect. We refer to these points as
spines each such point will be a place where three grain bound&ies, ands, of
® coincide. Figure 14 illustrates how a spine defect arises from these three branches.
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(@

(b)

(©

Fig. 13. Grain boundary constructed by Laplace’s method from a
self-dual solution.

These point defect configurations will be topologically stable under perturbation of the
boundary data. A perturbation will move the three intersecting branches but the new
branches will still intersect transversely at a new point.

When

(1X-YeI-ede) =0 (64)

the Laplace representation needs to be replaced by a different asymptotic representation,
whose normal form is a Pearcey integral [3]. This occurs wheK, earies along a grain
boundary, the two critical poin, S with the same critical value coincide. Generically

at such a point the grain boundary terminates. Therefore we refer to such points as
terminal points
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@

(b)

(©)

Fig. 14.Spine constructed by Laplace’s method from a self-dual solution.

If ® is constant o <2, then (64) becomes

The second term is the expression for the inverse of the curvatwe atS. Thus the
degeneracy condition (64) has the interpretation ¥& the center of curvature for a
point y(5) where the curvature @f2 has a local maximum. This is shown in Figure 15.

Note in this figure that there is a sharp transition from smooth rolls to a shock that occurs
precisely at the center of curvature.
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N

Fig. 15. Terminal point constructed by Laplace’s method
from a self-dual solution.

The asymptotic behavior of the boundary integral (57) in the vicinity of a terminal
point is given by

©ron 106 F(l/g) N 3 o 3 - " -1/3
VOR) = o (1X-Y©I-0ee))
X-Y® -=_\ ._ IX =Y —O0(Y(®)
x <|X_Y(§)| ( (s))) n(s)exp( - )

+0 (ES’Gexp<_?l)). (65)

Assumption (49) still insures th&i(Y (3)) - A is O(1) so that this asymptotic is valid.
Although this differs from (59), the phase gradient near a terminal point still has an
asymptotic representation of the form of (60) and (63).

The topological stability of these singularities for the phase diffusion equation is also
easy to see in the case wheris constant 0 €2; in this case equation (64) is equivalent
to X being the center of curvature for a po}?ué) where the curvature @f2 has a local
maximum.

If the boundary data is perturbed, a convex “focus” will persist, slightly removed from
the curvature center of the boundary. This is not a convex disclination unless the jump
in the inclination ofk across the grain boundary is equakhto
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The types of defects we have just described are, generically, the only types one will
see:

Theorem 4.4. For generic boundary data(©(s) = exp(%@(\?(s))) satisfying (49),

the viscosity limit § — 0) of the solution of the Helmholtz boundary value problem
w(©(s) has level curves (roll pattern) whose defects consist of only grain boundaries
that branch at spines and terminate at terminal points.

The proof of this result, givenin [3] or [20], essentially follows the lines of the arguments
sketched above [22].

In the next section we will discuss how to show that these limiting: (as 0) self-
dual solutions are in fact realized as limits of stationary solutions of the regularized
phase diffusion equation (18). However, since these solutions arise as limits of solutions
whose gradient fields are in fact global vectorfields, the limits cannot have odd twist. In
particular, these limits cannot realize concave or convex disclinations. To achieve this
one needs to build multivaluedness into the boundary conditions. If this is done, then by
the results of [13] one finds the concave and convex disclinations are generic as well. One
can study these types of defects with single-valued boundary conditions by constructing
special boundaries which support ewennumber of disclinations in the interior @f.
We will look at an example of this in the next section by considering a stadium shaped
region which supports two convex disclinations connected by a straight grain boundary.

5. Asymptotics of Minimizers

In the previous section we saw that the self-dual solutions captured the correct behavior
of critical points of the free energy at least away from defects. We will see that the
self-dual solutions can also asymptotically capture the correct behavitinohizersn
the vicinity of defects. In this section we are going to examine the asymptotic behavior
of the free energy in a restricted but nevertheless representative class of examples.

We recall that the free energy (44) for the regularized phase diffusion equation in the
case wherG?(k) = (1 — k?)? is, when multiplied by 21, given by

E5(O®) =/e(A@)2d>2+1/e/(1—k2)2d>2, (66)
Q Q

where the domaif will, from now on, be taken to be a simply connected domain in the
plane. In general we consider this energy functional on a class of functions with fixed
Dirichlet boundary conditions:

90
A = {66 HZ(Q)1@|3Q=0lé(3),%|39=,36(3)}, (67)

wherea®(s) andg€(s) are both piecewise smooth functions on the boundary parame-
terized with respect to arclength We also recall from (43) in Section 4 that the free
energy is equivalent to

£(®) =/e|V|2|2d>?+1/e/(1—k2)2d>?+c(e). (68)
Q Q
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Standard arguments [23] show that éor 0, £¢ realizes a minimum ipd€ and that
any such minimizer is smooth. However, for functionals of this class,ribiknown
whether there is a unique minimizer [38]. Nevertheles$@if} is a sequence of such
minimizers, one can investigate properties of its limit points.

For the function classeg|, that we will considerg¢ and g€ will be chosen so that
ase — 0,k? = & 4+ p? — 1 everywhere along the boundary@f In this casec(e),
defined in (41), limits to a purely topological invariant of the boundary data:

lim c(e) = f d¢(s) = winding number ofk arounda<2.
€~ aQ

We are going to compare the minimiz€®&¢} to the (anti-)self-dual solutions dis-
cussed in Section 4. Since the (anti-)self-dual equations are second order, their solutions
are already determined by specifyifgye = «€(s). We denote the self-dual solution
corresponding te:“(s) by ©5 . Then we will takeg€ (s) = 9,05 plaq. With this choice
of B(s), ®5p, which is smooth and hence H2(Q), lies in the admissible clas4¢.

This condition ong<(s) is not as restrictive as it might at first seem since our model

is derived in a regime whete ~ 1. It follows from (61) that, in the limit ag — 0,

&? + p? — 1 and, therefore, as mentioned above, the boundary integral (41) tends to a
purely topological invariant of the boundary data.

The previous paragraph sets the stage for the principal application of (anti-)self-dual
solutions to the description of asymptotic minimizers. Namely, sidgg € A, and®*
minimizes the energy we must have

£9(O°) < E(Ofp). (69)

We will see, in Corollary 5.5 that the RHS of (69) is uniformly bounded.in
We begin our analysis of the free energy by rewriting it as follows:

£©) = / (gl’z(v K) e 21— |<2))2 dx
Q

—2f(v-|2)(1—k2)d>? (70)
Q
= f (el’Z(V-R)+e*1’Z(1— kz))2 dX
Q
—2% (1—k2)E.ﬁds—4/R.vE.Ed>2. (71)
o Q

The second term of (719%9(1 — kZ)R -Ads goes to zero as — 0.
Applied to (69), (70) and (71) respectively imply

Proposition 5.1.

E(O°)

IA

—2/(v kEp) (1 — (Kp)?) dX, (72)
Q

Eé (@é)

IA

—4/ Ksp - VKSp - KSpdX + O(e). (73)
Q
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In this evaluation the first term of (70) (resp. (71)) vanishes because the integrand of this
term is precisely the self-dual operator.

In Section 4 we saw that the defect locus of a self-dual solution generically consisted
of grain boundaries that could terminate at points or meet other grain boundaries at a point
with three branches. In other words the defect IoEus a set that almost everywhere
is a local one-dimensional manifold. The generic exceptions are terminal points where
it has the form of a 1D manifold with boundary and spines where it has the form of the
neighborhood of a graph vertex of valence 3. _

We will express the bound (73) directly in terms of the jumf &long the defect. Set
0% = d(X) = lim.o ©%p. The following lemma summarizes the asymptotic results
from Section 4 that we will need.

Lemma5.2.

1. Outside of an arbitrarily small neighborhood Bfk® = VP satisfiegk®2 = 1 and
VK. k0 =0,
2. In coordinates adapted to a tubular neighborhood‘oﬁ%ng()?) extends to a con-

tinuous functionlz,?o,m(f() is discontinuous along but bounded throughout. The

partial derivatives okf;ng(f() are uniformly bounded througho€a.

Remark. Part 1 implies that up to contributions of orderit suffices to consider the
integrand of (73) in a(¢) neighborhood of". Part 2 follows from the jump conditions
(64). Strictly speaking, the jump conditions do not apply at terminal points and spines.
However, these are isolated points and in our application to the inequality (73) the value
at these points will not affect the value of the integral.

Let X(y) be a parametrization of a smooth branch oéind letv be the coordinate
along the normal direction in the tangent bundld'tdn a sufficiently narrow tubular
neighborhood of*, W = (y, v) is a smooth coordinate system. The change of coordi-
nates is given by

X = X(y) +vN(y),

whereN (y) is the unit normal along@. The unit tangent vector tB is T(y) = X’y)
whereo = |)?’(y) |, the arclength parameter. We choose orientations of our parametriza-

tions so that is equal tof +. If M = ‘(’j";’,thejacobian of the coordinate transformation,
then the inverse is given by

M= (af + vk T, N),
where we have used the Frenet formdlds N = —« T andk (y) is the curvature of

I'. From this it is straightforward to calculate that the determinitit!| = o + vk and
that

Mot N, —Ny
T o4k \—(0+v)Ty (0 +vi)T )
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Here the components df andN are with respect t& coordinates. IK is the gradient
of ® with respect td/, then

k=KM
and
Vik = MV K M.

Finally, if " does not branch, the integral (73) can be rewritten as
/R-VRI?d)?:[ KMM!Vz KMMIKE [M~Y dw, (74)
Q W-L(Q)

where the determinatM 1| = o + v«.
Theorem 5.3. For I" a smooth curve with boundary points,

£4(O°) < —1/3/ [0°]° do + O(e).

r

With KgD = (F¢, G°) and witha = o + vk, one expands the estimate (73) as follows:

E(O%)

IA

—4/ / a T FS(F9)? + 20 ?F FG 4 G5 (G*)a dvdy + O(e)
rJ—e

—4f GE(G)%advdy + O(e)
r €

—4// ;0 Oiadvdy + O(e)
rJ—e

—4/3/ (@3)3 | .o dy +O(e)
r

—4/3/ (©9)°|_do + Oe)
r
- _1/3f [09]° do + O(e),

r

where [99] is the jump of this derivative acrods. The inequality on the first line is
just (73) rewritten in the tubular neighborhood coordinafesUp to terms of ordee

we can restrict the integral to this tubular neighborhood by Lemma 5.2.1. Using the
orthonormality ofT, N, one sees that the produdtM! is the diagonal matrix

a2 0
o 1)
The second line is a consequence of Lemma 5.2.2 since the first two terms on the first

line are uniformly bounded in a region of sizeThe next equality simply replac&x®
by ®¢, and we observe that this term is a perfect derivative which yields the equality on
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the fourth line. The fifth line is then an immediate consequence of (60). Next observe
that

3
(0% = (68%,) = @Y. &) - 3092, )00, —)
+300(r, (O (r, —€) — (OD*(, —e).

From (60) and Proposition 4.3 it follows thatas> 0, (©%)2(y, —e) = (©%)%(y, €) +
O(e) so that the RHS of the above equality becom@s®® € ., modulo terms of order

€. This gives the RHS of the inequality in Theorem (5.3).

Corollary 5.4. Letl,i =1,..., N be the smooth branches of a generic defect locus
I'. Then

N
£O) < —1/32/ [0 do + Oe),
i i

i=1
wherey; is the coordinate normal td;.
At a spine there are three rays from the disclination to the boundary of equal (minimal)
distance. Cutting2 along all such rays dissects it inkbregions, each containing one of

the branche§;. The integral on the RHS of (73) equals the sum of such integrals over
each region in the dissection. Applying Theorem (5.3) gives the corollary.

Corollary 5.5. There is a constant C, independentobuch that for domaing with
generic defect locus,

/ |VK¢27dX < Cle, (75)
Q

IA

f (1— (k)?)2dX < Ce, (76)
Q
where K = |VO¢|. From (76) we may conclude thef®¢|> — 1in L2(). It follows

that there is a subsequenég — © in H1(Q). This sequence converges stronglyto
in L2(Q).

The size of the jump@pa] is bounded alond';, which has finite length. Thus the sum
over branches onthe RHS of Corollary(5.4) is finite and therefore dofficiently small,
£¢(®°) is less than a constant that is independent &ince the energy (68) is the sum
of two positive terms, this gives a uniform bound on each term; i.e., the bounds (75) and
(76) hold. The rest of the corollary is a standard consequence of uniform boundedness.

We next turn to an estimation of a lower bound 1 ©¢). In this we follow an
approach used by Jin and Kohn [28] in the context of thin film blisters. This approach
has been successfully implemented to give a sharp lower bound only when the defect
locusT is a straight line segment. In what follows we will restrict to this case. We shall
take the straight segment to be parallel toXheaxis. For simplicity we also take(s) = 0
so that on the boundaﬂ},is normal tod2 and pointing inside?.
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The idea of [28] is to seek a vector functionlofcall it S(k), such that
/ V. 3K dX < &(K)
Q

for all k. The term on the left will in fact be independenfioé A€ since by the divergence
theorem it is equal to a boundary integral. As a guide to chodSioige observes that
V- S(K) = Si1Oxx + (Sig + S1)Oxv + SgOv.

One then tries to find aB whose partial derivatives can be related to the integrand of
&¢. The following choice,

Sk) = 2 </(1 k?)df, f(l kz)dg)

= 2(-13f3— fg?+ f, U3g®+gf?—g), (77)
has partial derivatives proportlonal(tb— k?): St = 2(1—k?), (Sig+ ) =0, S =
—2(1 — k?). Using this one has the following estimate for the integrand:
V.S = 2(1- k) (Oxx — Oyy) (78)
< €(@xx — Oyy)? + e 11— k??
= €(Oxx + Oyy)* + ¢ 11— k) — 4¢(OxxBOyv)
< €(V-K2+e 11— k¥? — 4e(@xxOyy — O%v)-
Modulo the last term, this gives the desired inequality. However, this term, which is
proportional to the Hessiar®f, ®] and equal toJ, is a perfect divergencel2= V -

(fgy — gfy, gfx — fgx). Since for our problenk approaches magnitude 1 as-> 0
everywhere on the boundary, we have, from (41) that

/ 2[0©, ®] dX =§£ k3(s)d¢(s) — winding number ofk arounda<;
Q 1]

i.e., itis asymptotically a purely topological invariant of the boundary data and therefore
the last term, when integrated ov@r is O(¢).
We can now prove the equality of the upper and lower bounds in these cases.

Theorem 5.6. If T is a straight horizontal line segment, then anf-¢onvergent sub-
sequence of the minimizing seque@efor £¢ on .4¢ converges to the self-dual limit
®Y%in energy, i.e.,

E(O°) — & (O5p) — 0,
where in this formula we assume thaihdexes the convergent subsequence. Moreover,
this limit is independent of the initial choice of a sequence of minimizers.

From (78) and (70) we respectively have
Lower Bound = 2/ (1 - (k§p)?) ((O5p)xx — (O%pvy) dX + O(e),
Q
(79)
Upper Bound= —2/ (1 - (ksp)?) ((O5p)xx + (Opyy) dX + O(e).
Q
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The expression of the lower bound in (79) follows from the fact that the lower bound in
(78) can be evaluated on any elemen#ofsince it really depends on only the boundary
values of this element; in particular one can evaluate it on the self-dual solution. It follows
from Lemma 5.2.2 thafl — (k§p)?)) (©§p)xx — 0 ase — 0. Hence, the two bounds
become asymptotically equal in this limit.

Although the proof of the above theorem useslihik representations of the upper
and lower bounds, what is interesting and useful about these two bounds is that they are
both also expressible as contour integrals. We illustrate this in two particular examples.
The first example will be typical of the admissible class of (anti—)self-dual solutions
whose asymptotics were studied in the previous section. The other, strictly speaking,
falls outside this class but represents an extension for which the arguments given here
generalize. In all these examples the defect Idtisa straight line segment.

In the first example§2 is a domain whose boundary is an ellipse, with major axis
along theX-axis. The defect locus is the horizontal segment on theaxis whose two
endpoints are located at the two curvature centers of the ellipsie|ants proportional
ton. This choice ok on the boundary is justified a posteriori by checking the asymptotic
behavior of the self-dual solution. It is straightforward to check 8tlj-Ai = —4/3(f2—

g%). Combining this lower estimate with (5.3) gives

— 4/37§ (©% — ©2)ds+ O(e) < £(K) < —1/3/ [09) dX+0). (80
Q2 r

Using the parameterization
X = (acogqt), bsin(t)) (a> b,

the asymptotic lower and upper bounds can be respectively represented as

b? co(t) — a?sir’(t) dt

2
—4/37§ (0% — 02)ds = 4/3/
IR 0

Vb2coR(t) + aZsirt(t)
a2_p2 a2x? 3/2
013 _ 2 ~ @2
—1/3‘/1: [®Y] dX — 8/3‘/;(327'32) (]-_7)(2) dX.
—a a27b2

By Theorem 5.6 these two contour integrals are equal, giving a nontrivial identity
between elliptic integrals. What is remarkable about this result is that wheéde&q s
zero away front, itis not zero in the neighborhood Bf where all the free energy resides,
unlike the case of the “knee” solution (48). Rather, the solutions in the neighborhood
of I' resemble a modulated knee where, in ¢he> O limit, the angle between the
phase contour and the line defécthanges alonfj. So even though the boundary layer
solutions of egs. (18) and (47) may not agree, in the limit 0, their jumps PI], as
functions of X measured along do.

A second example is the case of the stadium (see Figure 16), consisting of horizontal
stripes with two semicircular ends. The constant phase contours retain this shape, and the
line defect is the straight line joining the centers of curvature of the semicircles (that are
convex disclinations). Note that in this case therdminitely many points o2 (along
the semicircles) that are equidistant from a given convex disclination. This does not fall
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Fig. 16. “Stadium” comprised of two convex disclinations connected by a phase grain
boundary.

within the class of defect asymptotics that we examined in the last section. Nevertheless
one finds

Lower Bound = —4/3/ 2(f2 - g?dX
r
8
— —8/3/ —dX = —¢(I),
- 3
Upper Bound= —1/3(—2)3/ dX = gZ(F),
r

where{(I") is the length off". In the upper bound the jump is constant, equat-&

all alongT. In the lower bound we use again the boundary evaluaBgg - h =
—4/3(f2 — g?). There is a dominant equal contribution from each of the two straight
sides parallel td"; there is no dominant contribution from the circular parts of the
boundary. The integral over these portiafige loge). While this is stronger than the
endpoint contribution for the ellipse, whichd¥¢), it nevertheless vanishes in the limit.

One of the principal motivations for the introduction of the RCN equation was to
use it as a mechanism for selecting single-valued branches of multivalued CN solutions
by taking the limit of RCN solutions as — 0. It is now natural to ask about the
relation between the generic singularities of the hodograph solutions and the generic
defects of®°. In the free energy (39) we too®? = (k? — 1)2. However, this was
only for convenience. The results presented here hold for a much more general class of
Ginzburg-Landau free energies [38]. The generalization of Corollary 5.5 to asymptotic
minimizers of (44) suggests that these singular limits are special solutions of the CN
equation thattake valuesin the cirkfe= 1. Such solutions have the hodograph jacobian,

J, equal to 0 everywhere and correspond to so-caliegblesolutions of the quasilinear
system (6) [30].

An important consequence of our analysis of self-dual solutions was Corollary 5.5,

which shows that a subsequence of minimizefshas a weak limit® in H1(). It
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is natural to think that one can pass to the limit in the relatié®<| — 1 giving
[IVO| = 1 almost everywhere. We further expect titathas the form of a smooth
solution of the eikonal equatiofy ®| = 1, except along jump discontinuities and that
the set of jump discontinuities is a countable union of rectifiable curves; indeed, as
we have shown, the asymptotic limit of the self-dual solutions has precisely this form.
However, even if one knew that, asymptotically, the engtgye¢) tends to the energy
of the asymptotic self-dual solution (as we do in the case of Theorem 5.6), one could
not conclude that the asymptotic minimizer has this form since it may be{®fgt
and{®gp} have the same asymptotic energy without limiting to the same element of
H(Q).

Nevertheless, assume that in addition to what we have already proved@lomet
knew that the components, § of VO were of bounded variation (BV). In this case
there is a decomposition theorem [2], [6] fdesg®), regarded as a measure, which
states that the jump discontinuitieswe are supported on a sé&t, of one-dimensional
Hausdorff measure. Then, at least, the defecEstdr ® would consist of a countable
union of rectifiable curves, and one expects that the asymptotic energy will concentrate
on X with strength given as a function of the jumpldmacrosse. It has been conjectured
by Ortiz and Gioia [50] and Aviles and Giga [5], based on scaling arguments, that the
asymptotic minimum of<(®) is realized as

J(O) = 3/ VO] do. (81)
3Js

Aviles and Giga [5] have shown that if, in addition to the other assumptions, one also
assumes thaf ¢ converges to/0 in L3(RQ), thenJ(®) < liminf._,o £ (OF).

Although in many cases it can be demonstrated that the distance furttioealizes
the minimum ofJ(®) over H! functions with BV gradient and satisfying the eikonal
equation with the asymptotic boundary conditions, there are counterexamples for non-
convex domain$2 [28], [6] which show that it does not have to be unique. This raises
the possibility that althougt®¢ may converge t®° in energy, it may not converge to
it in any stronger sense. It should however be pointed out that for the counterexamples
cited above, the boundaff2 was not smooth.

Finally we discuss how to realize patterns with twist £ as singular limits of the reg-
ularized phase diffusion equation. To achieve this in general one would need to consider
spaces consisting of double-valued functions, the double-valuedness corresponding to
the orientational ambiguity of director fields. One way to do this concretely would be
to consider single-valued functions on domains which are two-sheeted Riemann sur-
faces rather than simply connected planar domains. However, in the variational setting
of Section 5 one would then need to consider variations over Riemann surfaces as well
as functions. This would be an ambitious undertaking, and so for the present we have
restricted our considerations to examples in which there is some symmetry that isolates
the structure of the Riemann surface. We will illustrate this for the case of the concave
disclination. Figure 7 shows a numerical solution of the stationary RCN equation that
has the form of a concave disclination. The Riemann surface used in this simulation was
the double covef2 of a disc,S2, given by the covering map

FrW=(U,V) X=(XY)=(U2-V2Z20V). (82
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=\

Fig. 17.Three knees.

The pullback of the energg (®) to 2 will depend explicitly orr in that

/(A@)zdi(
Q

ONC) -
/@ 4U2 +V?) aw,
where A is the Laplacian orf2. The solutions shown in Figures 7 and 8 were found
by numerically solving the variational equations of the pulled back energy with
boundary conditions given by pulling back the double-valued boundary data of the
hodograph solutions of the CN equation @f2 to single-valued boundary values on
092.

To study this concave disclination analytically we want to use self-dual solutions
again. Because of the explicidependence of the pulled back energy density, one doesn’t
have a direct reduction of the self-dual equation to a Helmholtz equation. However, for
the particular case we are considering one can build appropriate test functions directly
by patching together the knee solutions (48) of the Helmholtz equation. Specifically we
use a form of the knee with a parametethat exhibits roll-bending through an angle of
T — 2.

gets replaced by

O = —elogy = coqu)x — € log cosksin(e)y/e). (83

An approximation to a regularized concave disclination is realized by patching together
three copies of (83) witbr = /6. The two other sectors are constructed by rotaiif)g
through 2r/3, —27/3 radians, respectively. The pairwise common boundaries of these
three 120 sectors are the rays = —n/3,« = 7, anda = /3 (see Figure 17). The
patching across these rays is not smooth; there is a jump in the directioasobne
crosses each ray (there is no jump in the magnitudes). Howewer-a$, the jump in

the direction of is either 0 orr (this ambiguity is due to the ambiguity of the twist).
Proceeding counterclockwise, if one consecutively chooses the matching so that this
jump is O (i.e., there is no jump) then, after making a full circuit from thearay /3

back to itselfk will return with the opposite orientation. If one makes two circuits it will
return to itself. It is natural therefore to think of this as a two-valued solutione Fo©
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there is a jump irk across the rays even if we view the solution as two-valued. However,
these jumps can be smoothed with bump functions so that in the limita$ one gets

the same result as in the unsmoothed case. The pullba®k ahderF consists of two
branches®¢ ™ is the branch with 0< v < 7 and®¢ " is the branch withr < v < 27.
Similarly, set@j;j,f equal to the corresponding branch of the puIIbacIOQf rotated

throughp radians. Letj)ﬂi be a bump function SatISfyII’kgE t=1if @6 s > €l2 and
¢§‘i =0if @;“}5 < —e/2. Then the patched three-knee solution on the double cover is

given by
€ __ €,— €,— €,— €,— €,— €,—
= ¢y Ouo — 27139, 271/3 + - 271/3®ot 271/3
€,+ €, +
— #6050 + $51305 3213 — D 271305 213

For all positivee, this function is smooth on the double cover. The function cl4Ss
will be taken to have double-valued Dirichlet data coinciding with that of the patched
test function,x €, constructed above. We then have the analogue of the minimization
inequality (69):

EB®) < E°(x). (84

From (83) one calculates

1—k(x9)? = O(sirf(x)sech(sin(a)yle)),
|VIZ(X€)| = O((sir?(a)/e)secﬁ(sin(a)y/e)).

The leading order growth qWE(X€)| comes entirely from the defects forming along
therayse = 0, « = 27/3, « = —27/3. There is no contribution to the blowup coming

from the smoothed interfaces where the patching is done. From these last estimates one
can deduce the fundamental estimates of Corollary 5.5 as before.

The covering (82) used to “untwist” the data of the concave disclination was a double
cover of the disc branched at the origin. One might ask if there aren’t double covers of the
disc, possibly branched at more than one point, which would produce other double-valued
solutions having lower energy than that of the three-knees and leading to a different limit
ase — 0. For topological reasons there can be only one branch point. The Hurwitz
formula for the Euler characteristie(Q) is

E(Q) = 2E(Q) —

which gives the relation between the Euler characteristic of the basg disd the cover
Q. Hereb is the number of branch points. Since the Euler characteristic of a=dikc
we findb = 1.
Since the data for the concave disclination is symmetric with respect to rotation by
120, the branch point must be located at the origin.

6. Conclusion

In this paper we have analytically constructed multivalued solutions of the CN equation
using the hodograph method. This method does a remarkably good job of qualitatively
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reproducing isolated defects of patterns seen in experiments and simulations far from
threshold. In the microscopic vicinity of the defects these solutions are multivalued and
therefore not physical. We view this as a success rather than a failure of the theory, since
the modulational ansatz of slow variation of the wavevector, under which the CN equation
is derived, is certainly violated in the vicinity of a defect. Thus the formation of caustics
in the CN equation identifies locations where the microscopic equations exhibit rapid
variations ofk. The Legendre transform that underlies the hodograph method is quite
interesting in that the dual variables which it relatésindk, are also the dual variables

of the Fourier transform. Thus one can think of the solution of the linear hodograph
equation (21) as the distribution of wavevectors over physical space. Reference [10]
discusses a wavelet algorithm for finding this distribution in experimental and humerical
patterns.

In order to compensate for the breakdown of the modulational ansatz and the con-
current appearance of multivaluedness in solutions of the CN equation, we introduced
a fourth-order regularization of CN. We have shown that the RCN equation exhibits
patterns and defects qualitatively similar to those of the original microscopic equations.

A fundamental contribution of this paper to the analysis of asymptotic minimizers
of the RCN free energy is contained in Theorem 5.3 and Corollaries 5.4 and 5.5, which
are based on the use of (anti-)self-dual solutions as test functions and the extension of
these results to some examples having total twist These provide the basis for the
existence of asymptotic minimizers of the free energy (39) that solve the eikonal equation,
|[VO®| = 1 almost everywhere, and give effective upper bounds for the asymptotic energy
of the minimizers.

When the Dirichlet boundary conditions for the fourth-order RCN equation are chosen
to be consistent with the solutions of the second-order self-dual equation, the self-dual
solutions can realize tight upper bounds for the asymptotic energy. This was demon-
strated when the defect of the self-dual solution is a straight line segment. This same
result was found by Jin and Kohn [28] who were motivated by the problem of blis-
tering of thin films. However, for calculating the upper bound they use test functions
corresponding to nearly one-dimensional solutions rather than (anti—)self-dual solu-
tions. The latter have the advantage that they can be used for any domain, including
nonconvex domains, as long as the boundary is smooth and the Dirichlet boundary
conditions for RCN are consistent with being solutions of a second-order (anti-)self-
dual equation. On the other hand, the test functions used in [28] don’t have these latter
constraints. The example of the stadium shows that tight bounds on the asymptotic en-
ergy can also be realized by self-dual solutions when there are point defects with odd
twist. A natural question concerns the classification of defects of the self-dual solu-
tions in three dimensions. We have begun to consider this question and it is interest-
ing to note [57], [22] that the self-dual solutions are solutions to the higher dimen-
sional RCN equation away from places where the sectional curvatures of the surface are
nonvanishing.

We have constructed explicit solutions of the hodograph equation in Section 3 that
illustrate the generic singularities of such solutions. We have also described the generic
defects of®° in Theorem 4.4. Point defects were defined in the context of multival-
ued solutions of the CN equation. There are still many unanswered questions. What
are the analogues of the point defects in the context of asymptotic minimizers? We
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have already defined spines and terminal points in terms of defee®,dfut what
about the concave and convex disclinations? The asymptotic behavior of the Hessian,
[©¢, ®¢], appears to provide a mechanism for distinguishing these disclinations. This
Hessian is proportional to the Gaussian curvature of the surface corresponding to the
graph of ®. In the numerical simulations such as those shown in Figures 7 and 8,
we have observed tha®f, ©¢] tends to zero everywhere except in the vicinity of the
point disclinations. On the other hand, in the case of the ellipse the nonzero asymp-
totic values of P¢, ®¢] are distributed all along the grain boundary between the two
terminal points. Thus we are led to provisionally define a disclination of an asymp-
totic minimizer to be a point at which the Hessian of the sequd@ concen-
trates.

Although admittedly based on a small amount of evidence, the following seems to
us to be a natural conjecture for the form of thexpansion of the energy in terms of
defects:

E4(O%) = J(O) + €log(e)T(O) + O(e),

where J(®) is the jump energy (81) of the asymptotic minimizer ahdlepends on

the configuration of point disclinations, as defined in the previous paragraghpin

the twist of each disclination. The associated densitie§ ahd T are natural mea-
sures in terms of which to give a reduced description of the structure and dynamics
of defects in patterns. Although much remains to be done to establish this description,
what we have shown in this paper supports it and provides the first steps toward prov-
ing it.
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