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Appendix B

Working with Data Frames and
Arrays

B.1 Resampling and Data Partitioning
B.1.1 Using the boot function

Bootstrap is implemented in the boot function (boot package [34]), which
provides functions and arguments for the book [63]. In ordinary bootstrap,
the samples are selected with replacement. The basic syntax for ordinary
bootstrap is

boot(data, statistic, R)

where data is the observed sample and R is the number of bootstrap replicates.
The default is sim = "ordinary", the ordinary bootstrap (sampling with
replacement).

The second argument (statistic) is a function, or the name of a function,
which calculates the statistic to be replicated. Suppose we call this function
f. The boot function generates the random indices i = (i1, ...,4,) for each
bootstrap replicate, and passes to the function f a copy of the data and the
index vector ¢. The function f then computes the statistic 6® corresponding
to the resampled observations. Example B.1 discusses how to extract the
samples for the calculations inside f.

Example B.1 (Extracting a bootstrap sample using an index vector)

We have seen that the sample function can be used to sample from a vector
with replacement. Equivalently, if x is a vector of length n, we can sample
with replacement from the vector of indices 1:n, and use the resulting value
to extract the elements of x. Notice that the two methods below generate the
same samples.
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358 Statistical Computing with R

> set.seed(123)
> sample(letters[1:10], size = 10, replace = TRUE)
[1] IICII llhll Ilell llill "j" llall Ilfll Ilill llfll Ilell

> set.seed(123)
> i <- sample(1:10, size = 10, replace = TRUE)
> letters[i]

[1] et npn ngn wgn "j" g NfEn ngn nfn ngn

Similarly, the [ ] operator can be used to extract bootstrap samples from
data frames and matrices using x[i, .

> X

[,11 [,21 [,3] [,4]
[1,] 16 14 17 12
[2,] 14 13 16 14
[3,] 13 13 14 11
(4,1 19 11 15 11
[5,] 14 10 8 11

> i
[1] 13321
> x[i, 1]

[,11 [,21 [,3] [,4]
[1,] 16 14 17 12
[2,] 13 13 14 11
[3,] 13 13 14 11
[4,] 14 13 16 14
(5,1 16 14 17 12

The boot function will pass a copy of the observed sample x and the b** index
vector i; the user’s function f (statistic) should compute the test statistic
on x[i, ] or x[i]. For example, if x is a bivariate sample, and the statistic
to replicate is correlation, then the function f can be written as follows.

f <- function(x, i) {
cor(x[i, 11, x[i, 21)
}

For a resampling experiment, it is helpful to code the calculations for the
statistic in a function like £ above, whether or not the boot function will be
used to run the bootstrap. o

B.1.2 Sampling without replacement

The boot function can also be applied in situations where the resam-
pling should be without replacement. For example, in permutation tests,
the method of resampling should be sim = "permutation".
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