On diffusivity of a tagged particle in asymmetric zero-range dynamics
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Abstract

Consider a distinguished, or tagged particle in zero-range dynamics on $\mathbb{Z}^d$ with rate $g$ whose finite-range jump probabilities $p$ possess a drift $\sum j p(j) \neq 0$. We show, in equilibrium, that the variance of the tagged particle position at time $t$ is at least order $t$ in all $d \geq 1$, and at most order $t$ in $d = 1$ and $d \geq 3$ for a wide class of rates $g$. Also, in $d = 1$, when the jump distribution $p$ is totally asymmetric and nearest-neighbor, and the rate $g(k)$ increases, and $g(k)/k$ either decreases or increases with $k$, we show the diffusively scaled centered tagged particle position converges to a Brownian motion with a homogenized diffusion coefficient in the sense of finite-dimensional distributions. Some characterizations of the tagged particle variance are also given.
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1. Introduction and results

Informally, the zero-range particle system, introduced by Spitzer [35], follows the evolution of a collection of interacting random walks on $\mathbb{Z}^d$. Namely, from a vertex with $k$ particles, one of the particles displaces by $j$ with rate...
\((g(k)/k)p(j)\). The function on the non-negative integers \(g: \mathbb{N} \to \mathbb{R}_+\) is called the process “rate,” and \(p(\cdot)\) denotes the translation-invariant single particle transition probability. The above interaction is in the “time-domain,” but not “spatially,” hence the name “zero-range.” We note the case when \(g(k)\) is proportional to \(k\) describes the situation of completely independent particles.

The problem of the asymptotics of a distinguished, or tagged particle interacting with others has a long history and was even mentioned in Spitzer’s seminal paper. Such questions are natural and important to physics and other applications (cf. Chapters 8.I, 6.II [36]). The main difficulty in the analysis is that the tagged particle motion is not in general Markovian due to the interaction with other particles. However, the basic feeling is that in some scale the tagged particle behaves as a random walk with certain “homogenized” parameters reflecting the system dynamics. What is known in the literature, with respect to zero-range interaction, are some laws of large numbers, in equilibrium [30,32] and non-equilibrium [26], and equilibrium invariance principles when the jump probability \(p\) is mean-zero, \(\sum j p(j) = 0 \) [30,32] (see near (1.2) for exact statements of the equilibrium results).

The goal of this article is to further characterize the equilibrium fluctuations of the tagged particle when \(p\) is finite-range and has a drift \(\sum j p(j) \neq 0\) on which little is known. Under natural assumptions on the rate \(g\), we give a characterization of the equilibrium tagged particle variance, and show it is at least diffusive in all dimensions (Theorem 1), and at most diffusive in dimension \(d = 1\), and under more conditions on \(g\), also in \(d \geq 3\) (Theorem 2). In addition, finite-dimensional convergence to a Brownian motion is proved in a case in \(d = 1\) with a “homogenized” diffusion coefficient (Theorem 3).

In contrast, we remark, with respect to a tagged particle in simple exclusion, the asymptotics are more well-studied. In particular, laws of large numbers, both in equilibrium [29] and non-equilibrium [26] have been shown. Also, equilibrium central limit theorems and invariance principles when \(p\) is mean-zero [2,27,11,37], and when \(p\) has a drift in \(d \geq 3\) [33] and in \(d = 1\) when \(p\) is in addition nearest-neighbor [9] have been proved. See also [12,15] for fluctuations in \(d = 1\) with respect to a non-translation invariant \(p\). Non-trivial non-equilibrium fluctuation results have even been derived in \(d \geq 1\) when \(p\) is symmetric (excluding the \(d = 1\) nearest-neighbor case) [25], and recently in the exceptional case in \(d = 1\) when \(p\) is symmetric and nearest-neighbor [7]. In addition, large deviations results have been proved in some cases [24,31]. Some of these results and others are reviewed in [5], Section 4.VIII [17], Chapter 4.III [18], and Sections 4.3, 8.4 and 11.5 [10].

In this context, we note that the diffusive variance bounds for a tagged particle in zero-range given here in \(d = 1\) with respect to general rate \(g\) and finite-range \(p\) with drift (Theorem 2) have no counterpart in the simple exclusion work at the moment. Some of the techniques used in this result may have application, after suitable modification, to simple exclusion and related models.

To state assumptions and our results, we need to define more precisely the zero-range process. Let \(\Sigma = \mathbb{N}^{\mathbb{Z}^d}\) be the configuration space where a configuration \(\xi = \{\xi_i: i \in \mathbb{Z}^d\}\) is given through occupation numbers \(\xi_i\) at vertex \(i\) and \(\mathbb{N}\) denotes the set of non-negative integers. The zero-range particle system then is a Markov process \(\xi(t)\) on the space of right-continuous paths with left limits \(D(\mathbb{R}_+, \Sigma)\) with formal generator defined on certain “Lipschitz” functions,

\[
(L\phi)(\xi) = \sum_{j} \sum_{i} g(\xi_i) p(j) (\phi(\xi^{i,i+j}) - \phi(\xi))
\]

where \(\xi^{i,i+j}\) is the configuration in which a particle from \(i\) is moved to \(i + j\). That is, \(\xi^{i,i+j} = \xi - \delta_i + \delta_{i+j}\) where \(\delta_k\) is the configuration with a single particle at \(k\).

When a particle is distinguished, or tagged, we consider the joint Markov process \((x(t), \xi(t))\) on \(D(\mathbb{R}_+, \mathbb{Z}^d \times \Sigma)\) where \(x(t)\) is the position of the tagged particle at time \(t\). The formal generator is given by

\[
(\mathcal{L}_\psi)(x, \xi) = \sum_{j \neq x} \sum_{i \neq x} g(\xi_i) p(j) (\psi(x, \xi^{i,i+j}) - \psi(x, \xi)) + \sum_{j} g(\xi_x) \frac{\xi_x - 1}{\xi_x} p(j) (\psi(x, \xi^{x,x+j}) - \psi(x, \xi))
+ \sum_{j} \frac{g(\xi_x)}{\xi_x} p(j) (\psi(x + j, \xi^{x,x+j}) - \psi(x, \xi)).
\]

Here, the first term corresponds to particles other than at the tagged particle position \(x\) moving, the second term corresponds to other particles moving from \(x\), and the last term represents motion of the tagged particle itself. One can also decompose the tagged particle motion further in terms of count processes \(N_j(t)\) which keep track of the
number of jumps of various sizes $j$ made up to time $t$ and include their infinitesimal rates with respect to a more detailed generator.

To compensate for the non-Markov character of the tagged particle motion, a convenient method is to consider the “reference” process from the point-of-view of the tagged particle which has better properties. That is, let $\eta(t) = \tau_{x(\eta(t))} \xi(t)$ where for a configuration $\omega \in \Sigma$ we define the $K$-shifted state $\tau_{k}\omega$ by $\tau_{k}\omega = \omega_{t+k}$ for $k \in \mathbb{Z}^d$. We note this “reference” process $\eta(t)$ is a Markov process, obtained from the map $\pi((x(\cdot), \xi(\cdot))) = \tau_{x(\cdot)} \xi(\cdot)$, with formal generator

$$(\mathcal{L}\phi)(\eta) = \sum_{j \neq 0} g(\eta_j) p(j) (\phi(\eta_{j+i}) - \phi(\eta)) + \sum_{j} g(\eta_j) \frac{\eta}{\eta_0} - 1 \sum_{j} p(j) (\phi(\tau_j \eta_j) - \phi(\eta))$$

In words, $\tau_{j}(\eta_{0,j})$ is the configuration obtained by displacing the tagged particle by $j$ and then shifting accordingly the reference frame.

The construction of these systems requires some conditions on $g$ and $p$.

**Basic assumptions on $g$ and $p**. We will assume throughout $g(0) = 0$, $g(k) > 0$ for $k \geq 1$, $|g(k+1) - g(k)| \leq K$ for some constant $K$, and $\liminf_{k \to \infty} g(k) > 0$, and also $p(0) = 0$ and $p$ is finite-range, that is $p(i) = 0$ for $|i| > R$ for some $1 \leq R < \infty$, whose symmetrization $s(x) = (p(x) + p(-x))/2$ is irreducible.

We remark of these assumptions, the condition $\liminf g(k) > 0$ is made to ensure invariant measures exist (cf. [1]). When violated, the system evolution can lead to aggregation of particles in large piles, a sort of “condensation” effect (cf. [8,6]).

Under weaker assumptions, which include the above, Andjel constructs the process $\xi(t)$ semigroup $T_t^\xi$ and generator $L$ on a class of “Lipschitz” functions $D'$ defined on a subset $\Sigma' \subset \Sigma$ of the configuration space,

$$\Sigma' = \left\{ \xi : \|\xi\| = \sum_{i \in \mathbb{Z}^d} |\xi_i| \beta_i < \infty \right\}$$

$$D' = \left\{ f : \|f(\xi') - f(\xi'')\| \leq c\|\xi' - \xi''\| \text{ for all } \xi', \xi'' \in \Sigma', \text{ for some } c = c(f) \right\}$$

where one can take $\beta_i = \sum_{n \geq 0} 2^{-n} s^{(n)}(i)$ for instance [1]. In a similar way, one can construct the process $(x(t), \xi(t))$ semigroup $T_t^x$ and generator $L$ with respect to “Lipschitz” functions $f$ where

$$|f((x, \xi')) - f((y, \xi''))| \leq c(|x-y| + \|\xi' - \xi''\|)$$

for all $x, y \in \mathbb{Z}^d$, $\xi', \xi'' \in \Sigma$ with $\xi'_i, \xi''_i \geq 1$ for some $c = c(f)$. Then, from the map $\pi$, process $\eta(t)$ semigroup $T_t^\xi$ and generator $L$ can be constructed on $D$, the space of “Lipschitz” functions on $\Sigma'' = \{ \xi \in \Sigma' : \xi_0 \geq 1 \}$, namely those $f$ so that $|f(\xi') - f(\xi'')| \leq c\|\xi' - \xi''\|$ for all $\xi', \xi'' \in \Sigma''$ for some $c = c(f)$.

The zero-range process $\xi(t)$ has a well-known explicit family product invariant measures $R_{\alpha} = \prod_{i \in \mathbb{Z}^d} \mu_{\alpha}$ for $0 \leq \alpha < \liminf g(k)$ with marginal supported on non-negative integers,

$$\mu_{\alpha}(k) = \frac{1}{Z_{\alpha} g(k)!} \alpha^k \text{ for } k \geq 1 \text{ and } \mu_{\alpha}(0) = \frac{1}{Z_{\alpha}}$$

where $g(k)! = g(1) \cdots g(k)$ and $Z_{\alpha}$ is the normalization [1]. These measures are all supported on $\Sigma'$, and it can be shown that the process begun on $\Sigma'$ never leaves $\Sigma'$. Also, it is not difficult to see that $D'$ is a dense subset of $L^2(R_{\alpha})$.

Let now $\rho(\alpha) = \sum_{k} k \mu_{\alpha}(k)$, be the mean of the marginal $\mu_{\alpha}$, that is, the “density” of particles under $R_{\alpha}$, and let $\rho^\ast = \lim_{\alpha \to \infty} \rho(\alpha)$. Note that $\rho^\ast$ may be finite for some type of $g$‘s. As $\rho(\alpha) \uparrow \rho^\ast$ for $\alpha \uparrow \liminf g(k)$, for a given $0 \leq \rho < \rho^\ast$, there is a unique inverse $\alpha = \alpha(\rho)$.

For the reference process $\eta(t)$, the “Palm” or origin size biased measures given by $dQ_{\alpha} = (\eta_0/\rho(\alpha)) dR_{\alpha}$ are invariant (cf. [23,30]). Only the marginal at the origin, supported on the positive integers and denoted by $\mu^0_{\alpha}$, differs from $\mu_{\alpha}$, namely

$$\mu^0_{\alpha}(k) = \frac{1}{\rho Z_{\alpha} g(k)!} \alpha^k \text{ for } k \geq 1 \text{ and } \mu^0_{\alpha}(0) = 0 \text{ otherwise.}$$
Analogous to the discussion with respect to \( \xi(t) \) and \( R_\alpha \), the measure \( Q_\alpha \) is supported on \( \Sigma'' \), and it can be shown that the reference process \( \eta(t) \) begun on \( \Sigma'' \) never leaves \( \Sigma'' \). Also, \( D \) is a dense subset of \( L^2(Q_\alpha) \).

We now comment that, with respect to an invariant \( R_\alpha \), one can extend the zero-range process semigroup \( T^L_t \) and generator \( L \) to a strongly continuous semigroup and closed generator with respect to \( L^2(R_\alpha) \) so that bounded functions in \( D' \) form a core of the domain of \( L \); in fact, the same arguments show that \( D' \) itself is a core (cf. Section 2 [32]; for general reference see Chapter 1 [4]). In the same way, with respect to a \( Q_\alpha \), the reference semigroup \( T^L_t \) and generator \( L \) can be extended to a strongly continuous semigroup and closed generator on \( L^2(Q_\alpha) \) with core \( D \) for the domain of \( L \) denoted \( D_\alpha \). We note also here constructions of these processes can be made through the martingale-problem approach [30,28]. Also, in this context, we note a Hille–Yosida type approach [16].

In addition, we note both families \( \{ R_\alpha \} \) and \( \{ Q_\alpha \} \) are in fact extremal measures in their respective convex set of invariant measures, and so process evolutions starting from these invariant states are time shift-ergodic. Extremality of \( R_\alpha \) is proved in [32]; analogous arguments apply to \( Q_\alpha \).

Also, we note a standard computation shows that the adjoint \( L^* \) with respect to \( Q_\alpha \) is itself a reference process generator but with reversed jump probability \( p^*(\cdot) = p(-\cdot) \). Hence, in equilibrium \( Q_\alpha \), the time-reversed process at time \( t \), \([\eta(t-u) : 0 \leq u \leq t]\), is also a reference process in equilibrium \( Q_\alpha \) but with respect to jump probability \( p^* \).

In the following, to avoid degeneracies, we will work with a fixed \( 0 < \alpha < \lim inf g(k) \) for which \( \rho = \rho(\alpha) > 0 \), and corresponding \( R_\alpha \) and \( Q_\alpha \). For simplicity, we denote by \( E_\alpha[\cdot] \) the expectation under \( Q_\alpha \) and also under the reference process measure starting from \( Q_\alpha \) when there is no confusion; otherwise, the underlying measure is noted as a suffix.

Write now the tagged particle position \( x(t) \) at time \( t \) as the sum total displacement, that is,

\[
x(t) = \sum_j jN_j(t)
\]

where \( N_j(t) \) is the number of jumps of size \( j \) it makes, or in terms of the reference process, the count of size \( j \)-shifts made up to time \( t \). The count \( N_j(t) \) is compensated by \( \int_0^t (g(\eta(t)/\eta_0(s))) p(j) \, ds \), so that further

\[
x(t) = \sum_j jM_j(t) + \sum_j \int_0^t \frac{g(\eta(t)/\eta_0(s))}{\eta_0(s)} p(j) \, ds
\]

(1.1)

where \( M_j(t) = N_j(t) - \int_0^t (g(\eta(t)/\eta_0(s))) p(j) \, ds \), since jumps of different sizes cannot happen simultaneously, are orthogonal martingales for \( j \in \mathbb{Z}^d \). Moreover, we note \( M_j^2(t) = \int_0^t (g(\eta(t)/\eta_0(s))) p(j) \, ds \) are also martingales for \( j \in \mathbb{Z}^d \).

So, the tagged position \( x(t) \) can be thought of as a function of the reference process. For most of the paper, we will think in terms of the reference frame, that is, the notation \( x(t) \) will denote the total reference shift \( \sum jN_j(t) \). It will also be useful to define

\[
M(t) = \sum_j jM_j(t) \quad \text{and} \quad A(t) = \int_0^t f(\eta(s)) \, ds
\]

where \( f(\eta) = (\sum_j j p(j))[g(\eta_0)/\eta_0 - \alpha/\rho] \). Note, in equilibrium \( Q_\alpha \), one obtains, as \( E_\alpha[g(\eta_0)/\eta_0] = \alpha/\rho \), that

\[
E_\alpha[x(t)] = t E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \right] \sum_j j p(j) = t \frac{\alpha}{\rho} \sum_j j p(j)
\]

and so \( x(t) - E_\alpha[x(t)] = M(t) + A(t) \). Also, from orthogonality of the \( M_j \)'s, \( E_\alpha[|M(t)|^2] = t (\alpha/\rho) \sum |j|^2 p(j) \).

Before going to the main results, we briefly review the known zero-range equilibrium tagged particle asymptotics. In equilibrium \( Q_\alpha \), the law of large numbers holds [30,32]:

\[
\lim_{t \to \infty} \frac{1}{t} x(t) = \frac{\alpha}{\rho} \sum_j j p(j) \quad \text{a.s.}
\]

(1.2)
Also, with respect to fluctuations, when the jump probabilities are mean-zero, \( \sum j p(j) = 0 \), then \( x(t) = \sum j M_j(t) \) is a martingale as the compensator terms cancel in (1.1). Then, under equilibrium \( Q_\alpha \), the quadratic variation is

\[
\frac{E_a[[x(t)]^2]}{t} = \frac{1}{t} \sum_j |j|^2 E_a \left[ \int_0^t g(\eta_0(s)) \eta_0(s) p(j) \, ds \right] = \frac{\alpha}{\rho} \sum_j |j|^2 p(j)
\]

and by martingale central limit theorem the invariance principle is proved [30,32]:

\[
\frac{1}{\sqrt{\lambda}} x(\lambda t) \Rightarrow B(t) \quad \text{as } \lambda \to \infty
\]

where \( B(t) \) is \( d \)-dimensional Brownian motion with covariance matrix \( [(\alpha/\rho) t \sum_j (e_i \cdot j)(e_k \cdot j) p(j)] \) in terms of the standard basis \( \{e_i\} \) of \( \mathbb{Z}^d \).

We now arrive at our first result which gives a characterization of the tagged particle variance, and states that it is at least diffusive in all dimensions. As a comparison, we note this is not true for simple exclusion, in the case \( d = 1 \) and the jump probability \( p \) is nearest-neighbor symmetric, for which the variance at time \( t \) is order \( t^{1/2} \) [2]. See also [3,14] for variance representations with respect to exclusion processes.

Define the measure \( \mu_\alpha' \) supported on the positive integers by

\[
\mu_\alpha'(k) = \frac{\alpha^{k-1}}{Z_\alpha' g(k-1)!} \quad \text{for } k \geq 2 \quad \text{and} \quad \mu_\alpha'(1) = \frac{1}{Z_\alpha'}
\]

with normalization \( Z_\alpha' \). The interpretation is that \( \mu_\alpha' \) puts a particle at the origin and distributes other particles there according to \( \mu_\alpha \). Let \( Q_\alpha' = \prod_{i \neq 0} \mu_\alpha \times \mu_\alpha' \) and let \( E_a' \) denote expectation under the reference process begun at \( Q_\alpha' \).

**Theorem 1.** Under initial distribution \( Q_\alpha \), we have in all dimensions \( d \geq 1 \) for \( t \geq 0 \) that

\[
E_a[[x(t) - E_a[x(t)]]^2] = \frac{\alpha}{\rho} \sum_j |j|^2 p(j) t + E_a[[A(t)]^2] \geq \frac{\alpha}{\rho} \sum_j |j|^2 p(j) t. \tag{1.3}
\]

The lower bound is strict unless \( g(k) \) is proportional to \( k \). Also, the term \( E_a[[A(t)]^2] \) is further evaluated as

\[
E_a[[A(t)]^2] = \frac{\alpha}{\rho} \left[ \sum_j j p(j) \right] \cdot 2 \int_0^t \left\{ E_a'[x(s)] - E_a[x(s)] \right\} ds. \tag{1.4}
\]

The first term in (1.3), \( (\alpha/\rho) \sum |j|^2 p(j) t \), is the mean quadratic variation of the martingale \( M(t) \), and can be thought of as a “dynamical” contribution to the tagged particle variance. The second term \( E_a[[A(t)]^2] \), on the other hand, from (1.4), as a difference in expected tagged particle positions from different initial measures, represents in a sense variation due to initial conditions. We also note when \( g(k) = c k \) is proportional to \( k \), the case of independent particles, that \( \alpha/\rho = c \), \( Q_\alpha' = Q_\alpha \) and \( f \equiv 0 \), and so the tagged particle variance reduces to the variance of a single random walk with jump rates \( c \).p.

Now, to give upperbounds on the tagged particle variance, we describe a class of rate functions \( g \).

**Assumption (SP).** Let \( L_n \) be the generator of the symmetric zero-range process on a cube \( B_n = \{ i \in \mathbb{Z}^d; \max(|i|) \leq n \} \), namely \( (L_n \phi)(\xi) = \sum_{i,j \in B_n} g(\xi_i,\xi_j) (\phi(\xi_{i,j}) - \phi(\xi)) s(j-i) \). Let \( W(n, M) \) be the inverse of the spectral gap of \( L_n \) when there are \( M \) particles in \( B_n \). Then, we assume the rate \( g \) is such that there is a constant \( C = C(\alpha, g, p, d) \) where \( E_{R_n} [(W(n, \sum_{i \in B_n} \xi_i))^2] \leq C n^4 \).

We observe rates \( g \) where \( W(n, M) \leq C n^2 \) for a constant \( C \) independent of \( M \), satisfy (SP) trivially, and include those rates where, for some \( a \geq 1 \) and \( b \geq 0 \), \( g(k + a) - g(k) \geq b \) for all \( k \geq 0 \) [13]. Also, for the rate \( g(k) = 1_{[k \geq 1]} \), it is known \( W(n, M) \leq C(1 + M/n)^2 n^2 \) for some constant \( C \) [19], and so (SP) holds. It is most likely true that all rates \( g \) satisfy (SP), although this is open.
Theorem 2. Under initial distribution $Q_\alpha$, when $\sum j p(j) \neq 0$, we have in $d = 1$ (without further assumptions), and in $d \geq 3$ under Assumption (SP) that there is a constant $C = C(\alpha, g, p, d)$ where, for $t \geq 0$,$$
abla^d_{\alpha}(t) = E_{\alpha}[x(t) - E_{\alpha}[x(t)]^2] \leq C t.$$

We note, unfortunately, our estimates made in $d = 1$ and $d \geq 3$ do not seem to carry over straightforwardly to dimension $d = 2$. An open question then is to investigate the tagged particle variance in $d = 2$ which should also be diffusive.

We now state finite-dimensional convergence to a Brownian motion in a special case in $d = 1$.

Assumption (ID↓). The rate function $g$ is such that $g(k)$ increases and $g(k)/k$ decreases with $k$.

Assumption (ID↑). The rate function $g$ is such that both $g(k)$ and $g(k)/k$ increase with $k$.

Examples under (ID↓) include the well-studied case $g(k) = 1_{k \geq 1}$. We note also, under (ID↑), and our basic assumptions (which preclude “super-linearity”), $g(k)/k$ increases to a bounded limit.

Theorem 3. Under initial distribution $Q_\alpha$, in $d = 1$ when the jump probability is totally asymmetric $p(1) = 1$ and $g$ satisfies either Assumption (ID↓) or (ID↑), we have the tagged particle variance $V(t) = E_{\alpha}[(x(t) - E_{\alpha}[x(t)])^2]$ is super-additive in $t \geq 0$, and also finite-dimensional convergence

$$\lim_{\lambda \to \infty} \frac{1}{\sqrt{\lambda}} (x(\lambda t) - E_{\alpha}[x(\lambda t)]) \to \mathbb{B}(t)$$

to a Brownian motion $\mathbb{B}$ with diffusion coefficient $\sigma^2 = \sigma^2(\alpha, g)$ satisfying

$$C \geq \sigma^2 = \frac{\alpha}{\rho} \left[ 1 + \sup_{t > 0} \frac{2}{t} \int_0^t \left\{ E_{\alpha}[x(s)] - E_{\alpha}[x(s)] \right\} ds \right] \geq \frac{\alpha}{\rho}$$

where $C$ is the constant from Theorem 2. Also, the lower bound is strict unless $g(k)$ is proportional to $k$.

We note an ingredient in the proof of Theorem 3 is to show the corresponding tagged particle position has weakly positively correlated increments (Lemma 4.2). In comparison, however, a tagged particle in $d = 1$ simple exclusion with totally asymmetric nearest-neighbor transitions has negatively correlated increments, and in fact is a Poisson process (cf. Section 4.VIII [17]). But, in the above zero-range context, exactly when the system is that of independent particles (when $g(k)$ is proportional to $k$) is the tagged particle a Poisson process, as otherwise $\sigma^2(\rho) > \alpha/\rho = E_{\alpha}[x(1)]$.

Also, we note a natural open question is to show tightness of the scaled centered positions in $D[0, \infty)$.

Remark on extensions. Presumably, one should expect diffusive variance bounds, and corresponding central limit theorems and invariance principles on the tagged position under only our initial basic assumptions on $g$ and $p$ in all dimensions not just the cases considered here. Also, in principle, one should expect the “finite-range” condition on $p$ could be relaxed to a “second-moment” condition with analogous results. Finally, what possible different behaviors might arise under further weakening of the basic assumptions would be of interest and have not been considered.

We now comment on the proofs of these results, and the plan of the paper. The proof of Theorem 1, in Section 2, follows from a short argument using time-reversal. The proof of Theorem 2, which forms the bulk of the paper, follows from an analysis of certain resolvent or $H_{-1}$ norms, and is found in Section 3. On a technical level, we note the application of $H_{-1}$ norm estimates in the asymmetric zero-range context differs somewhat from previous simple exclusion methods (cf. [33]) which use concepts of “dual” basis functions to reduce calculations. Last, the proof of Theorem 3, in Section 4, makes use of the diffusive variance bounds in Theorem 2, and follows by applying a Newman–Wright theorem. These proofs can be read independently of each other.
2. Proof of Theorem 1

Most of the proof follows from explicit calculations. We have

\[
E_a[|x(t) - E_a[x(t)]|^2] = E_a[|M(t) + A(t)|^2] \\
= E_a[|M(t)|^2] + 2E_a[M(t) \cdot A(t)] + E_a[|A(t)|^2] \\
= \frac{\alpha}{\rho} \sum |j|^2 p(j) t + 2 \int_0^t E_a[M(s) \cdot f(\eta(s))] \, ds + E_a[|A(t)|^2]. 
\] (2.1)

Now, as noted in the introduction, under time reversal at time \(s\), with respect to the process begun under \(Q_\alpha\), \(\{\eta^*(u) = \eta(s - u) : 0 \leq u \leq s\}\) is a reference frame zero-range process in equilibrium \(Q_\alpha\) with reversed rates \(p(-.)\). Note also that the number of \(-j\)-shifts up to time \(s\) in the forward realization equals the number of \(j\)-shifts in the time-reversed realization up to time \(s\), that is \(N_j(s; \eta(\cdot)) = N_{-j}(s; \eta^*(\cdot))\) where denoted in each count is the directed realization to which it refers. Also, in this notation, \(M^*(s; \eta(\cdot)) = \sum jN_{-j}(s; \eta(\cdot)) - \sum j \int_0^s (g(\eta_0(u))/\eta_0(u)) p(j) \, du\) is a martingale with respect to the reversed process with reversed rates \(p(-.)\).

So, we have

\[
E_a[M(s) \cdot f(\eta(s))] = E_a[M^*(s; \eta^*(\cdot)) \cdot f(\eta^*(0))] = E_a^*\{M^*(s; \eta(\cdot)) \cdot f(\eta(0))\} \\
= \int E^*_a[M^*(s; \eta(\cdot))] \cdot f(\eta) \, dQ_\alpha(\eta)
\]

after conditioning on time \(0\) where \(E_a^*\) and \(E_\eta^*\) denote expectations with respect to the reversed process with initial distribution \(Q_\alpha\) and initial state \(\eta\) respectively. As \(E_\eta^*[M^*(s; \eta(\cdot))] = 0\), we have \(E_a[M(s) \cdot f(\eta(s))] = 0\), and substituting into (2.1) we obtain (1.3).

To derive (1.4), we write using stationarity that

\[
E_a[|A(t)|^2] = 2 \int_0^t E_a[\{f(\eta(0)) \cdot (\eta(u) - E_a[\eta(s)]) - M(s)\}] \, ds = 2 \int_0^t E_a[\{f(\eta(0)) \cdot x(s)\}] \, ds
\]

as \(f\) is mean-zero, and \(E_a[f(\eta(0)) \cdot M(s)] = E_a[f(\eta(0)) \cdot E_{\eta(0)}[M(s)]] = 0\).

Now, by a simple calculation, for a function \(h \in L^2(Q_\alpha)\), we have

\[
E_a[(g(\eta)/\eta_0)h(\eta)] = \frac{\alpha}{\rho} E_{R_\alpha}\{E_{\eta + d_0}[h(\eta)]\} = \frac{\alpha}{\rho} E_{\tilde{Q}_\rho}[h(\eta)].
\]

Hence, noting the definition of \(f\) (cf. near (1.1)),

\[
E_a[f(\eta(0)) \cdot x(s)] = E_a[f(\eta(0)) \cdot E_{\eta(0)}[x(s)]] = \frac{\alpha}{\rho} \left( \sum j p(j) \right) \cdot \{E_a^*[x(s)] - E_a[x(s)]\}
\]

We now consider when \(E_a[|A(t)|^2]\) is positive. When \(g(k)\) is proportional to \(k\), as noted in the remark after the Theorem 1 statement, \(f \equiv 0\), and so \(E_a[|A(t)|^2] = 0\) for all \(t \geq 0\) in this case. When \(g(k)\) is not linear in \(k\), \(f\) is non-trivial, and \(\lim_{s \to 0} s^{-2}E_a[|A(s)|^2] = E_a[|f|^2] > 0\). Hence, in this case, \(E_a[|A(t)|^2] = t^2E_a[|f|^2]/2 > 0\) for all \(t > 0\) small. Now, suppose \(E_a[|A(t_0)|^2] = 0\) for some \(t_0 > 0\). Then, \(f_{t_0} \cdot f(\eta(s)) \, ds = 0\) a.s. By stationarity, \(f_{t_0} \cdot f(\eta(s)) \, ds = f_{t_0} \cdot f(\eta(s)) \, ds \) a.s. for each \(\eta > 0\). By simple addition and subtraction, for \(0 < \epsilon < t_0\), we have \(\int_0^{t_0} f(\eta(s)) \, ds = \int_{t_0}^{t_0+\epsilon} f(\eta(s)) \, ds \) a.s. for each integer \(k \geq 1\). Then,

\[
\int_0^{t_0} f(\eta(s)) \, ds = \frac{1}{n} \sum_{k=1}^n \int_{k(t_0+\epsilon)}^{(k+1)(t_0+\epsilon)} f(\eta(s)) \, ds \quad \text{a.s.}
\]

\(\int_0^t f(\eta(s)) \, ds = \frac{1}{n} \sum_{k=1}^n \int_{k(t_0+\epsilon)}^{(k+1)(t_0+\epsilon)} f(\eta(s)) \, ds \quad \text{a.s.}
\]
for each \( n \geq 1 \). Now, the limit \( \lim_{n \to \infty} n^{-1} \sum_{k=1}^{n} f_{k}^{\alpha} \int_{0}^{n} f(\eta(s)) \, ds = E_{\alpha} \left[ \int_{0}^{\infty} f(\eta(s)) \, ds \right] = 0 \) a.s. as the process evolution starting from \( Q_{\alpha} \) is time-shift ergodic, as noted in the introduction. Hence, \( \int_{0}^{\infty} f(\eta(s)) \, ds = 0 \) a.s. Choosing now \( \epsilon > 0 \) small enough so that \( E_{\alpha} [ |A(e)|^{2} ] > 0 \) however yields a contradiction, finishing the proof.  \( \square \)

3. Proof of Theorem 2

We first discuss some definitions and estimates involving variational formulas for some resolvent quantities involving notation \( E_{\alpha} [ f(\psi) ] = \langle f, \psi \rangle_{\alpha} \) and \( E_{\alpha} [ f^{2} ] = \| f \|^{2}_{\alpha} \).

The generator \( L \), with respect to \( Q_{\alpha} \), can be decomposed into symmetric and anti-symmetric parts, \( L = S + A \) where \( S = (L + L^{*})/2 \) and \( A = (L - L^{*})/2 \) are well defined on \( D \). One can check that the symmetric operator \( S \) is in fact the generator of the reference frame zero-range process with symmetrized jump probabilities \( s(\cdot) \). Moreover, \(-S\) is a non-negative operator whose Dirichlet form can be computed, for \( \psi \in D \), as

\[
\langle \psi, (-S)\psi \rangle_{\alpha} = \frac{1}{2} \sum_{j \neq 0} \sum_{i \neq 0} E_{\alpha} \left[ g(\eta_{i}) \left( \psi(\eta_{i+j}) - \psi(\eta) \right)^{2} \right] s(j) + \frac{1}{2} \sum_{j} E_{\alpha} \left[ g(\eta_{0}) \frac{\eta_{0} - 1}{\eta_{0}} \left( \psi(\eta_{0,j}) - \psi(\eta) \right)^{2} \right] s(j) + \frac{1}{2} \sum_{j} E_{\alpha} \left[ \frac{g(\eta_{0})}{\eta_{0}} \left( \psi(\tau_{j}(\eta_{0,j})) - \psi(\eta) \right)^{2} \right] s(j). \tag{3.1}
\]

We now consider some useful Hilbert spaces. For \( \lambda > 0 \) and \( \psi \in D \), define the norm \( \| \psi \|_{1,\lambda} \) by

\[
\| \psi \|_{1,\lambda}^{2} = \langle \psi, (-S)\psi \rangle_{\alpha}.
\]

The Hilbert space \( H_{1,\lambda} \), then is the completion over \( D \) with respect to this norm.

To define a dual norm, consider, for \( f \in L^{2}(Q_{\alpha}) \) and \( \psi \in D \), that \( \langle f, \psi \rangle_{\alpha} \leq \| f \|_{0} \| \psi \|_{0} \leq \| f \|_{0} \| \psi \|_{1,\lambda} \).

Hence, for \( f \in L^{2}(Q_{\alpha}) \), the dual norm

\[
\| f \|_{1,\lambda} = \inf \{ \kappa : \langle f, \psi \rangle_{\alpha} \leq \kappa \| \psi \|_{1,\lambda} \text{ for all } \psi \in D \} \tag{3.2}
\]

is always finite with bound \( \| f \|_{1,\lambda}^{2} \leq \lambda^{-1} \| f \|_{0}^{2} \). In particular, for \( \psi \in D \), we have

\[
\langle f, \psi \rangle_{\alpha} \leq \| f \|_{1,\lambda} \| \psi \|_{1,\lambda} \leq \sqrt{\frac{1}{\lambda} \| f \|_{0}^{2}} \| \psi \|_{1,\lambda}. \tag{3.3}
\]

Define, correspondingly, \( H_{-1,\lambda} \), as the Hilbert space with respect to the norm \( \| \cdot \|_{-1,\lambda} \). [Although we will not need it, we remark that \( \| f \|_{-1,\lambda} \) can be evaluated as \( \| f \|_{-1,\lambda} = \langle f, (\lambda - S)^{-1} f \rangle_{\alpha} \); see also [22] for other contexts.]

It will also be convenient to define (semi-)norm \( \| \psi \|_{1} \) for \( \psi \in D \) by \( \| \psi \|_{1}^{2} = \langle \psi, (-S)\psi \rangle_{\alpha} \), and corresponding Hilbert space \( H_{1} \) as the completion over \( D \) with respect to this norm, after modding out by zero-norm functions. Also, for \( f \in L^{2}(Q_{\alpha}) \), define the associated \( H_{-1} \) dual norm

\[
\| f \|_{-1} = \inf \{ \kappa : \langle f, \psi \rangle_{\alpha} \leq \kappa \| \psi \|_{1} \text{ for all } \psi \in D \} \tag{3.4}
\]

with usual convention \( \inf \emptyset = \infty \). We note a large class of functions with finite norm \( \| \cdot \|_{-1} \) has been identified in [34] (see also Proposition 3.2). Let \( H_{-1} \) be the corresponding Hilbert space completion over \( \| \cdot \|_{-1} \) norm finite functions, after modding out by zero-norm quantities.

There are clear relations between \( H_{1,\lambda}, H_{-1,\lambda}, H_{1} \) and \( H_{-1} \) norms, namely, for \( \psi \in D \) and \( f \in L^{2}(Q_{\alpha}) \),

\[
\| \psi \|_{1} \leq \| \psi \|_{1,\lambda} \quad \text{and} \quad \| f \|_{-1,\lambda} \leq \| f \|_{-1} . \tag{3.5}
\]

Consider now the resolvent operator \((\lambda - L)^{-1} : L^{2}(Q_{\alpha}) \to D_{\alpha} \) well defined in terms of the semigroup,

\[
(\lambda - L)^{-1} f = \int_{0}^{\infty} e^{-\lambda s} T_{s}^{L} f \, ds.
\]
Define, for \( f \in L^2(Q_\alpha) \), that \( \sigma_t^2(f) = E_\alpha[(\int_0^t f(\eta(s)) \, ds)^2] \), and observe from the decomposition (1.3), to get diffusive bounds on the tagged particle variance, one need only bound

\[
\sigma_t^2(h) = E_\alpha\left[\left(\int_0^t h(\eta(s)) \, ds\right)^2\right] < Ct
\]

where \( h(\eta) = g(\eta_0)/\eta_0 - \alpha/\rho \) for some constant \( C = C(\alpha, g, p, d) \). The next result relates \( \sigma_t^2(f) \) to \( H_{-1, \lambda} \) and \( H_{-1} \) norms.

**Proposition 3.1.** For \( f \in L^2(Q_\alpha) \), and \( t > 0 \), there is a universal constant \( C_1 \) such that

\[
\sigma_t^2(f) \leq C_1 t [f, (t^{-1} - \mathcal{L})^{-1} f]_\alpha
\]

\[
\leq C_1 t \|f\|_{-1, t^{-1}}^2
\]

\[
\leq C_1 t \|f\|_{-1}^2.
\]

**Proof.** Let \( u = (\lambda - \mathcal{L})^{-1} f \). The first line is a computation with the resolvent equation \( f = \lambda u - \mathcal{L} u \). First note, by multiplying through by \( u \) and integrating, that \( (f, (\lambda - \mathcal{L})^{-1} f)_\alpha = E_\alpha[f u] = \lambda E_\alpha[u^2] + E_\alpha[u(-\mathcal{L} u)] \). Then, write

\[
\int_0^t f(\eta(t)) = \int_0^t \lambda u(\eta(t)) - u(\eta(t))
\]

where \( M_\lambda(t) = u(\eta(t)) - u(\eta(0)) - \int_0^t \lambda u(\eta(s)) \, ds \) is a martingale. Note \( \sigma_t^2(f) \leq 3\sigma_t^2(\lambda u) + 3E_\alpha[M_\lambda^2(t)] + 3E_\alpha[(u(\eta(0)) - u(\eta(t)))^2] \). Using stationarity, \( \sigma_t^2(\lambda u) \leq \lambda^2 t^2 E_\alpha[u^2] \), the quadratic variation \( E_\alpha[M_\lambda^2(t)] = t E_\alpha[u(-\mathcal{L} u)] \), and \( E_\alpha[(u(\eta(0)) - u(\eta(t)))^2] \leq 4E_\alpha[u^2] \). Hence, by collecting terms, and choosing \( \lambda = t^{-1} \), we obtain the first estimate with say \( C_1 = 15 \) (cf. Section 6, Appendix 1 [10]).

For the second bound, as \( u \in D_\alpha \), we can find a sequence of functions \( \{\psi_n\} \subset D \) in the core such that \( \psi_n \to u \) and \( L\psi_n \to \mathcal{L} u \) in \( L^2(Q_\alpha) \). Then, \( (f, \psi_n)_\alpha \to (f, (\lambda - \mathcal{L})^{-1} f)_\alpha \) and \( (\psi_n, (\lambda - S)\psi_n)_\alpha = (\psi_n, (\lambda - \mathcal{L})\psi_n)_\alpha \to (f, (\lambda - \mathcal{L})^{-1} f)_\alpha \), and so, by substitution into (3.2), \( (f, (\lambda - \mathcal{L})^{-1} f)_\alpha \leq \|f\|_{-1, \lambda}^2 \).

The third bound is given in (3.5). \( \square \)

**Proof of Theorem 2.** The strategy to bound \( \sigma_t^2(h) \) falls into two cases \( d = 1 \), and \( d \geq 3 \) under (SP). We first comment on the case \( d = 1 \), and then on the \( d \geq 3 \) case.

\textbf{Case} \( d = 1 \). (1) We will find a sequence of functions (in Subsection 3.1.1) \( \{\phi_\lambda \colon 0 < \lambda < 1\} \subset D_\alpha \) such that

\[
\sup_{0 < \lambda < 1} \|h - L\phi_\lambda\|_{-1, \lambda} < \infty
\]

(3.6) and also

\[
\sup_{0 < \lambda < 1} \left(\|\phi_\lambda\|_1^2 + \lambda\|\phi_\lambda\|_0^2\right) < \infty.
\]

(3.7)

(2) Note \( M_t(f) = f(\eta(t)) - f(\eta(0)) - \int_0^t (\mathcal{L} f)(\eta(s)) \, ds \) is a martingale for \( f \in D_\alpha \) with quadratic variation (by stationarity) \( E_\alpha[(M_t(f))^2] = 2t E_\alpha[f(-\mathcal{L} f)] = 2t \|f\|_1^2 \). Then, we can write

\[
- \int_0^t \mathcal{L}\phi_\lambda(\eta(s)) \, ds = M_t(\phi_\lambda) + \phi_\lambda(\eta(0)) - \phi_\lambda(\eta(t))
\]

and so (by stationarity)

\[
\sigma_t^2(\phi_\lambda) \leq 6(t\|\phi_\lambda\|_1^2 + \|\phi_\lambda\|_0^2) = 6t\left(\|\phi_\lambda\|_1^2 + \frac{1}{t}\|\phi_\lambda\|_0^2\right).
\]

(3) Hence, by choosing \( \lambda = t^{-1} \), we have from Proposition 3.1 that

\[\]
\[
\sigma_t^2(\mathfrak{h}) \leq 2\sigma_t^2(\mathfrak{h} - \mathcal{L}\phi_{t-1}) + 2\sigma_t^2(\mathcal{L}\phi_{t-1}) \\
\leq 2C_1 t \|\mathfrak{h} - \mathcal{L}\phi_{t-1}\|_1^2 + 12t \left( \|\phi_{t-1}\|_1^2 + \frac{1}{t} \|\phi_{t-1}\|_0^2 \right). \tag{3.8}
\]

Then, by estimates in (1), \(\sigma_t^2(\mathfrak{h}) \leq Ct\) for some constant \(C = C(\alpha, g, p)\) and \(t > 1\). For \(0 \leq t \leq 1\), bounds are immediate. This finishes the proof in this case.

**Case \(d \geq 3\) and (SP).** By Proposition 3.1, we need only show \(\|h\|_1 < \infty\). One may be able to do this directly by “integration-by-parts” but as the \(Q_0\) marginal at the origin differs from the other marginals, one cannot apply immediately results in the literature. So, we “modify” the function \(h\) and then apply these results.

Let \(j_0 \neq 0\) be a point in the support of \(p\) where \(p(j_0) \neq 0\). Consider the function \(\phi(h) = (h(j_0) - \rho)/(\rho p(j_0)) \in \mathcal{D}\). In Subsection 3.1.2, we show that \(\|h - \mathcal{L}\phi\|_1 < \infty\). Clearly \(\|\phi\|_1 < \infty\) and \(\|\phi\|_0 < \infty\). Then, by following the sequence (3.8) (noting \(\| \cdot \|_{1,3} \leq \| \cdot \|_1\)), we have

\[
\sigma_t^2(\mathfrak{h}) \leq 2C_1 t \|\mathfrak{h} - \mathcal{L}\phi_{t-1}\|_1^2 + 12t \left( \|\phi_{t-1}\|_1^2 + \frac{1}{t} \|\phi_{t-1}\|_0^2 \right) < Ct
\]

for a constant \(C = C(\alpha, g, p, d)\) and \(t > 1\). Bounds when \(0 \leq t \leq 1\) are clear. This finishes the proof. \(\square\)

### 3.1. Some estimates

We now turn to supplying the needed estimates in the two cases. We first make a calculation valid in any dimension \(d \geq 1\). Let \(|a_i; i \in \mathbb{Z}^d\) be numbers with \(\sum |a_i| < \infty\), and define

\[
\phi(\eta) = \sum_{i \in \mathbb{Z}^d} a_i (\eta_i - \rho).
\]

Note that \(\phi\) absolutely converges \(Q_0\) a.s. and, as \(\sum a_i^2 < \infty\), that also \(\phi\) is the \(L^2(Q_0)\) limit \(\phi = \lim_{n \to \infty} \phi^{(n)}\) of functions \(\phi^{(n)} = \sum |i|_{\max} \leq n a_i (\eta_i - \rho) \in \mathcal{D}\) where \(|i|_{\max} = \max(|i_1|, \ldots, |i_d|)\). Consider now, \(n > R\) larger than the range of \(p\), and \(i, j\) where \(|i|_{\max}, |i + j|_{\max} \leq n\), that

\[
\phi^{(n)}(\eta_{i,j}) - \phi^{(n)}(\eta) = a_{i, j} - a_i
\]

and, as \(\tau_{j}(\eta_{0,j}) = \tau_{j}(\eta + \delta_{j} - \delta_{0}) = \tau_{j}(\eta + \delta_{0} - \delta_{-j})\), that \(\phi^{(n)}(\tau_{j}(\eta_{0,j})) = \sum |i|_{\max} \leq n a_i (\eta_{i,j} - \rho) + a_0 - a_{-j}\) and

\[
\phi^{(n)}(\tau_{j}(\eta_{0,j})) - \phi^{(n)}(\eta) = \sum_{|i|_{\max} \leq n} (a_i - a_{i,j})(\eta_{i,j} - \rho) + (a_0 - a_{-j})
\]

\[
+ \sum_{|i|_{\max} > n} a_i (\eta_{i,j} - \rho) - \sum_{|i + j|_{\max} \leq n} a_{i, -j} (\eta_{i,j} + \rho).
\]

These computations allow us to write

\[
(\mathcal{L}\phi^{(n)})(\eta) = \sum_{j \neq 0} \sum_{|i|_{\max} \leq n} (a_{i + j, -i}) g(\eta_i) p(j) + \sum_j (a_j - a_0) g(\eta_0) \frac{\eta_0 - 1}{\eta_0} p(j)
\]

\[- \sum_j \sum_{|i|_{\max} \leq n} (a_{i + j, -i})(\eta_{i,j} - \rho) \frac{g(\eta_0)}{\eta_0} p(j) + \sum_j (a_0 - a_{-j}) \frac{g(\eta_0)}{\eta_0} p(j)
\]

\[- \sum_j \sum_{|i|_{\max} > n} a_i (g(\eta_i) - (\eta_{i,j} - \rho) \frac{g(\eta_0)}{\eta_0}) p(j)
\]

\[+ \sum_j \sum_{|i + j|_{\max} \leq n} a_{i, -j} (g(\eta_i) - (\eta_{i,j} - \rho) \frac{g(\eta_0)}{\eta_0}) p(j)
\]
where the last two lines correspond to boundary terms. As $E_\alpha [\mathcal{L} \phi^{(n)}] = 0$, we can subtract the mean from all terms, and deduce, from orthogonality relations and the finite-range of $p$, that the $L^2(\mathcal{Q}_\alpha)$ limit $\lim_{n \to \infty} \mathcal{L} \phi^{(n)} = \Phi$ converges, and so, as $\mathcal{L}$ is closed, that $\phi \in \mathcal{D}_\alpha$ and $\Phi = \mathcal{L} \phi$. Moreover, we have

$$(\mathcal{L} \phi)(\eta) = \sum_j \sum_{i \neq 0} (a_{i+j} - a_i) g(\eta_i) p(j) + \sum_j (a_j - a_0) g(\eta_0) \frac{\eta_0 - 1}{\eta_0} p(j)$$

$$+ \sum_j (a_j - a_0) g(\eta_0) \left[ 1 - \frac{\eta_j + 1}{\eta_0} \right] p(j).$$

Here, we used $\sum_j (a_{i+j} - a_i) p(j) = 0$ to reduce the first sum in the second line to

$$- \sum_j \sum_i (a_{i+j} - a_i) \eta_{i+j} \left( g(\eta_0) \right) p(j).$$

We remark in the following, we could work with $\phi^{(n)}$ itself but going to the limit here avoids treating boundary terms later on.

We now note the following basic useful relations.

**Lemma 3.1.** Let $j \in \mathbb{Z}^d$ be a non-zero vertex, $j \neq 0$. Then, for $\psi \in L^2(\mathcal{Q}_\alpha)$, we have

$$E_\alpha [g(\eta_j) \psi(\eta)] = \alpha E_\alpha [\psi(\eta + \delta_j)], \quad E_\alpha \left[ g(\eta_0) \frac{\eta_0 - 1}{\eta_0} \psi(\eta) \right] = \alpha E_\alpha \left[ \psi(\eta + \delta_0) \right],$$

and

$$E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] = E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\tau_j(\eta^{0,j})) \right], \quad E_\alpha \left[ (\eta_j + 1) \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] = E_\alpha \left[ g(\eta_0) \psi(\tau_{-j}(\eta^{0,-j})) \right].$$

**Proof.** We show the last equality as the others are similar. Write

$$E_\alpha \left[ (\eta_j + 1) \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] = \frac{\alpha}{\rho} E_{R_\alpha} \left[ (\eta_j + 1) \psi(\eta + \delta_0) \right] = \frac{1}{\rho} E_{R_\alpha} \left[ g(\eta_j) \eta_j \psi(\eta_{j,0}) \right]$$

$$= E_\alpha \left[ g(\eta_0) \psi(\tau_{-j}\eta_{j,0}) \right] = E_\alpha \left[ g(\eta_0) \psi(\tau_{-j}(\eta^{0,-j})) \right].$$

Let now $\psi \in \mathcal{D}$ be a function. We can write, with Lemma 3.1,

$$E_\alpha [(\mathcal{L} \phi) \psi] = \sum_j \sum_{i \neq 0, -j} (a_{i+j} - a_i) E_\alpha \left[ \left( g(\eta_i) - \eta_{i+j} \frac{g(\eta_0)}{\eta_0} \right) \psi(\eta) \right] p(j)$$

$$+ \alpha \sum_j (a_0 - a_{-j}) E_\alpha \left[ \psi(\eta + \delta_{-j}) - \psi(\eta + \delta_0) \right] p(j)$$

$$+ \sum_j (a_j - a_0) E_\alpha \left[ g(\eta_0) (\psi(\eta) - \psi(\tau_{-j}(\eta^{0,-j}))) \right] p(j).$$

(3.9)

It will be convenient, for later purposes, to observe that in the above computation we can take $E_\alpha [\psi] = 0$ without loss of generality as $E_\alpha [\mathcal{L} \phi] = 0$. 
3.1.1. Estimates in $d = 1$

We now work in dimension $d = 1$, and choose the sequence

$$a_i = \begin{cases} 
0 & \text{for } i \leq 0, \\
c_0(1 - \lambda)^{i-1} & \text{for } i > 1
\end{cases}$$

with $c_0 = (\rho \sum j p(j))^{-1}$ and $0 < \lambda < 1$. Then, $\phi$ now also depends on $\lambda$, $\phi = \phi_\lambda$. For ease of notation, define $\nabla a_{k,j} = a_k - a_j$ and note

$$\nabla a_{i+j,i} = \begin{cases} 
0 & \text{for } i, i + j \leq 0, \\
c_0(1 - \lambda)^{i+j-1} & \text{for } i + j \geq 1 \text{ and } i \leq 0, \\
-c_0(1 - \lambda)^{i-1} & \text{for } i \geq 1 \text{ and } i + j \leq 0, \\
c_0[(1 - \lambda)^j - 1](1 - \lambda)^{i-1} & \text{for } i, i + j \geq 1.
\end{cases}$$

Clearly $|\nabla a_{i+j,i}| \leq |c_0|$ for all $i, j \in \mathbb{Z}$.

Recall now the range $R$ of the distribution $p$, and write, following (3.9),

$$E_\alpha[(L\phi)\psi] = \sum_j \sum_{i \geq R+2} \nabla a_{i+j,i} E_\alpha \left[ \left( g(\eta_i) - \eta_i + j \frac{g(\eta_0)}{\eta_0} \right) \psi(\eta) \right] p(j)$$

$$+ \sum_j \left( \sum_{|i| \leq R+1} \nabla a_{i+j,i} E_\alpha \left[ \left( g(\eta_i) - \eta_i + j \frac{g(\eta_0)}{\eta_0} \right) \psi(\eta) \right] p(j) - \rho \sum_j \sum_{i \geq R+2} \nabla a_{i+j,i} E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] p(j) \right)$$

$$= I_1 + I_2 + I_3 + I_4.$$

Consider now the term $I_1$. Since $E_\alpha[\psi] = 0$, we can write

$$I_1 = \sum_j \sum_{i \geq R+2} \nabla a_{i+j,i} E_\alpha \left[ \left( g(\eta_i) - \alpha - (\eta_i + j - \rho) \frac{g(\eta_0)}{\eta_0} \right) \psi(\eta) \right] p(j)$$

$$- \rho \sum_j \sum_{i \geq R+2} \nabla a_{i+j,i} E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] p(j)$$

$$= J_1 + J_2.$$

After a calculation, the last term $J_2$ equals, using $E_\alpha[\psi] = 0$ again and that $p(0) = 0,$

$$J_2 = \rho E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] \left\{ \sum_{j \geq 1} \sum_{k=2}^{1+j} a_{R+k} p(j) - \sum_{j \leq -1} \sum_{k=2}^{1} a_{R+k} p(j) \right\}$$

$$= \rho c_0 E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] \left\{ \sum_{j \geq 1} p(j)(1 - \lambda)^{j-1} \sum_{k=0}^{j-1} (1 - \lambda)^k - \sum_{j \leq -1} p(j)(1 - \lambda)^{R+1+j} \sum_{k=0}^{-1-j} (1 - \lambda)^k \right\}$$

$$= \rho c_0 \left( \sum_{j \geq 1} j p(j) \right) E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] + \rho c_0 E_\alpha \left[ \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] \left\{ \sum_{j \geq 1} p(j)(1 - \lambda)^{R+1+j} \frac{1 - (1 - \lambda)^j}{\lambda} - j \right\}$$

$$- \sum_{j \leq -1} p(j) \left[ (1 - \lambda)^{R+1+j} \frac{1 - (1 - \lambda)^{-j}}{\lambda} + j \right]$$

$$= E_\alpha[\hat{h} \psi(\eta)] + J_3.$$
Hence, we have that
\[ E_\alpha[(\delta - C\phi)\psi] = -(I_2 + I_3 + I_4 + J_1 + J_3). \]
To show the bound in (3.6), by the variational form of \( \| \cdot \|_{-1, \lambda} \) (cf. (3.2)), we need only verify
\[ |I_2 + I_3 + I_4 + J_1 + J_3| \leq C\|\psi\|_1 \]
for some constant \( C = C(\alpha, g, p) \).

To this end, observe, by Schwarz inequality, using \( E_\alpha[g(\eta_0)(\eta_0 - 1)/\eta_0] = \alpha \) and \( p(j) \leq 2s(-j) \), that
\[ |I_3| \leq \left( \sum_j |c_0|^2 p(j) \right)^{1/2} \left( \sum_j \alpha E_\alpha\left[ g(\eta_0) \frac{\eta_0 - 1}{\eta_0} (\psi(\eta^{0,j}) - \psi(\eta))^2 \right] p(j) \right)^{1/2} \leq C\|\psi\|_1 \]
for a constant \( C = C(\alpha, g, p) \) noting (3.1). Similarly,
\[ |I_4| \leq \left( \sum_j |c_0|^2 p(j) \right)^{1/2} \left( \sum_j \alpha E_\alpha\left[ g(\eta_0) \frac{\eta_0 - 1}{\eta_0} (\psi(\eta) - \psi(\tau_j(\eta^{0,-j})))^2 \right] p(j) \right)^{1/2} \]
\[ \leq 2|c_0|\sqrt{E_\alpha[g(\eta_0)\eta_0] \|\psi\|_1}. \]

For the second term \( I_2 \), note, with Lemma 3.1,
\[ E_\alpha\left[ g(\eta_i - \eta_{i+j}) \frac{g(\eta_0)}{\eta_0} \psi(\eta) \right] = E_\alpha\left[ g(\eta_0) \frac{\eta_0 - 1}{\eta_0} \psi(\eta) \right] + \left( g(\eta_0) - g(\eta_0) \frac{\eta_{i+j} + 1}{\eta_0} \right) \psi(\eta) \]
\[ = E_\alpha\left[ g(\eta_0) \frac{\eta_0 - 1}{\eta_0} \psi(\eta) \right] + g(\eta_0) \left( \psi(\eta) - \psi(\tau_{i+j}(\eta^{0,-(i+j)})) \right). \]

Then,
\[ |I_2| \leq \left( \sum_j \sum_{|i| \leq R+1} |c_0|^2 p(j) \right)^{1/2} \left( \sum_j \sum_{|i| \leq R+1} 2\alpha E_\alpha\left[ g(\eta_0) \frac{\eta_0 - 1}{\eta_0} (\psi(\eta^{0,i}) - \psi(\eta))^2 \right] p(j) \right)^{1/2} \]
\[ + 2E_\alpha[g(\eta_0)\eta_0]E_\alpha\left[ \frac{g(\eta_0)}{\eta_0} \left( \psi(\eta) - \psi(\tau_{i+j}(\eta^{0,-(i+j)})) \right)^2 \right] \]
Note, as \( s \) is irreducible, \( u \in \mathbb{Z} \) can be written \( u = \sum_{n=1}^m l_n \) for points \( l_n \) in the support of \( s \), \( s(l_n) > 0 \). Let \( r_0 = 0 \) and \( r_k = \sum_{n=1}^k l_n \) for \( 1 \leq k \leq m \). Then, with Lemma 3.1,
\[ E_\alpha\left[ g(\eta_0) \frac{\eta_0 - 1}{\eta_0} (\psi(\eta^{0,u}) - \psi(\eta))^2 \right] = \alpha E_\alpha\left[ (\psi(\eta + \delta_u) - \psi(\eta))^2 \right] \]
\[ \leq m\alpha \sum_{k=0}^{m-1} E_\alpha\left[ (\psi(\eta + \delta_{r_k}) - \psi(\eta + \delta_{r_{k+1}}))^2 \right] \]
\[ \leq C\|\psi\|_1^2 \]
for some constant \( C = C(p) \) as \( \min_{p(i) > 0} p(i) > 0 \) given \( p \) is finite-range. Also,
\[ E_\alpha\left[ \frac{g(\eta_0)}{\eta_0} (\psi(\eta) - \psi(\tau_u(\eta^{0,u})))^2 \right] \leq m \sum_{k=0}^{m-1} E_\alpha\left[ \frac{g(\eta_0)}{\eta_0} (\psi(\tau_{r_k}(\eta^{0,r_k})) - \psi(\tau_{r_{k+1}(\eta^{0,r_{k+1}}}))^2 \right] \]
\[ = m \sum_{k=0}^{m-1} E_\alpha\left[ \frac{g(\eta_0)}{\eta_0} (\psi(\eta) - \psi(\tau_{r_{k+1}(\eta^{0,r_{k+1}}}))^2 \right] \leq C\|\psi\|_1^2 \]
for a $C = C(p)$ again as $p$ is finite-range. Then, as the sums in $I_2$ are finite, $I_2$ is bounded $|I_2| \leq C\|\psi\|_1$ for some constant $C = C(\alpha, g, p)$.

To bound $J_1$, we use the resolvent bound (3.3). Namely, as $\{g(\eta_i) - \alpha : i \geq R + 2\}$ is an orthogonal family,

$$
\left| \sum_{j} \sum_{i \geq R + 2} \nabla a_{i+j,i}E_A \left[ (g(\eta_i) - \alpha)\psi(\eta) \right] p(j) \right| \leq \left\| \sum_{j} \sum_{i \geq R + 2} \nabla a_{i+j,i} \left( g(\eta_i) - \alpha \right) p(j) \right\| \|\psi\|_{1,\lambda}
$$

and, as for fixed $j$, $\{(\eta_{i+j} - \rho)(g(\eta_0)/\eta_0) : i \geq R + 2\}$ is also an orthogonal collection,

$$
\left( \frac{1}{\lambda} \sum_{\{j| \leq R\} \sum_{i \geq R + 2} \nabla^2 a_{i+j,i}E_A \left[ (\eta_{i+j} - \rho)^2 \frac{g^2(\eta_0)}{\eta_0} \right] p(j) \right)^{1/2} \|\psi\|_{1,\lambda},
$$

then, $|J_1| \leq C(\lambda^{-1} \sum_{i \geq R + 1} \nabla^2 a_{i+1,i})^{1/2}\|\psi\|_{1,\lambda}$ for some $C = C(\alpha, g, p)$ as $i + j \geq 2$ for $i \geq R + 2$ and $|j| \leq R$.

Finally, $J_3$ is uniformly bounded through the resolvent bound (3.3) for $0 < \lambda < 1$ with respect to a constant $C = C(\alpha, g, p)$ as

$$
|J_3| \leq \left[ \frac{(\rho c_0)^2}{\lambda} \left\{ \sum_{1 \leq j \leq R} p(j) \left[ (1 - \lambda)^{R+1} \frac{1}{\lambda} \frac{1}{j} - \frac{1}{\lambda} \sum_{-R \leq j \leq -1} p(j) \left[ (1 - \lambda)^{R+1+j} \frac{1}{\lambda} \frac{1}{j} + \frac{1}{\lambda} \sum_{1 \leq j \leq R} p(j) \left[ (1 - \lambda)^{R+1+j} \frac{1}{\lambda} \frac{1}{j} \right] \right] \right] \right\} \|g(\eta_0)\|_0 \right]^{1/2} \|\psi\|_{1,\lambda}
$$

Putting these estimates together, noting $\|\psi\|_1 \leq \|\psi\|_{1,\lambda}$ and using a form of Schwarz – relation $2ab = \inf_{\epsilon} \epsilon^{-1}a^2 + \epsilon b^2$ – we obtain, for a constant $C = C(\alpha, g, p)$,

$$
|I_2 + I_3 + I_4 + J_1 + J_3| \leq C \left( 1 + \frac{1}{\lambda} \sum_{i \geq 1} \nabla^2 a_{i+1,i} \right)^{1/2} \|\psi\|_{1,\lambda}.
$$

Then, by direct computation, we have that

$$
\frac{1}{\lambda} \sum_{i \geq 1} \nabla^2 a_{i+1,i} = \frac{\lambda^2 |c_0|^2}{\lambda \lambda(2 - \lambda)}
$$

which shows (3.6) via (3.10).

To show (3.7), we observe $\sum_{i \geq 1} a_i^2 = |c_0|^2/(\lambda(2 - \lambda))$ and so $\lambda \|\phi\|_0^2 = \lambda(|c_0|^2/(\lambda(2 - \lambda)))E_A[(\eta_1 - \rho)^2]$; also, noting computations at the beginning of Subsection 3.1 and (3.1), we have uniformly over $0 < \lambda < 1$ that

$$
\|\phi\|_1^2 \leq \frac{\alpha}{2} \sum_j \sum_i \nabla^2 a_{i+j,i} s(j) + \frac{1}{2} \sum_j E_A \left[ \frac{g(\eta_0)}{\eta_0} \left( \sum_i \nabla a_{i,i+j}(\eta_{i+j} - \rho) + \nabla a_{0,-j} \right) s(j) \right] \leq C + C' \sum_{i \geq 1} \nabla^2 a_{i+1,i} \leq C'.
$$

for some constants $C = C(\alpha, g, p)$ and $C' = C'(\alpha, g, p)$ using, as before, the orthogonality of

$$
\left\{ \frac{g(\eta_0)}{\eta_0}(\eta_{i+j} - \rho) : i \in \mathbb{Z} \right\}
$$

for fixed $j$, and that $s(\cdot)$ is finite-range.
3.1.2. Estimates in \( d \geq 3 \) under (SP)

For the function \( \phi(\eta) = (\eta_{j_0} - \rho)/(\rho p(j_0)) \) and \( \psi \in \mathcal{D} \), we have from (3.9), noting here \( a_{j_0} = 1 \) and \( a_i = 0 \) for \( i \neq j_0 \), and also \( j_0 \neq 0 \), that \( \rho p(j_0) E_a[(\mathcal{L}\phi)\psi] \) equals

\[
-E_a\left[ \left( g(\eta_{j_0}) - \eta_{j_0} \frac{g(\eta_0)}{\eta_0} \right) \psi \right] p(j_0) + E_a\left[ \left( g(\eta_{j_0}) - \eta_{j_0} \frac{g(\eta_0)}{\eta_0} \right) \psi \right] p(-j_0) + \sum_{j \neq \pm j_0} E_a\left[ \left( g(\eta_{j_0} - j) - \eta_{j_0} \frac{g(\eta_0)}{\eta_0} \right) \psi \right] + E_a\left[ \left( g(\eta_{j_0}) - \eta_{j_0} \frac{g(\eta_0)}{\eta_0} \right) \psi \right] p(j) - \alpha E_a\left[ \psi(\eta + \delta_{j_0}) - \psi(\eta + \delta_0) \right] p(-j_0) + E_a\left[ g(\eta_0) \left( \psi(\eta) - \psi(\tau_{-j_0}(\eta^0_{-j_0})) \right) \right] p(j_0).
\]

As we can take \( E_a[\psi] = 0 \), without loss of generality, with Lemma 3.1, \( \rho p(j_0) E_a[(\mathcal{L}\phi)\psi] \) equals

\[
\rho p(j_0) E_a\left[ \frac{g(\eta_0)}{\eta_0} \psi \right] - E_a\left[ \left( g(\eta_{j_0}) - \alpha \right) \psi \right] p(j_0) + E_a\left[ \left( \eta_{j_0} - \rho \right) \frac{g(\eta_0)}{\eta_0} \psi \right] p(j_0) + \sum_{j \neq \pm j_0} E_a\left[ \left( g(\eta_{j_0} - j) - \eta_{j_0} \frac{g(\eta_0)}{\eta_0} \right) \psi \right] p(j) - E_a\left[ \left( g(\eta_{j_0}) - \eta_{j_0} \frac{g(\eta_0)}{\eta_0} \right) \psi \right] p(-j_0) + \sum_{j \neq \pm j_0} E_a\left[ \left( g(\eta_{j_0} - j) - \eta_{j_0} \frac{g(\eta_0)}{\eta_0} \right) \psi \right] p(j) - \alpha E_a\left[ \psi(\eta + \delta_{j_0}) - \psi(\eta + \delta_0) \right] p(-j_0) + E_a\left[ g(\eta_0) \left( \psi(\eta) - \psi(\tau_{-j_0}(\eta^0_{-j_0})) \right) \right] p(j_0) - \alpha E_a\left[ \psi(\eta + \delta_{j_0}) - \psi(\eta + \delta_0) \right] p(-j_0) + E_a\left[ g(\eta_0) \left( \psi(\eta) - \psi(\tau_{-j_0}(\eta^0_{-j_0})) \right) \right] p(j_0) \]

\[
= \rho p(j_0) E_a\left[ \frac{g(\eta_0)}{\eta_0} \psi \right] + K_1 + K_2 + K_3 + K_4 + K_5 + K_6.
\]

Hence, to show \( \| \mathcal{L} \phi \psi \|_1 \leq C \), by the variational characterization (cf. (3.4)), we need only show that

\[
E_a\left[ \left( \mathcal{L} \phi \psi \right) \right] = (\rho p(j_0))^{-1} |K_1 + K_2 + K_3 + K_4 + K_5 + K_6| \leq C \| \psi \|_1
\]

for some constant \( C = C(\alpha, g, p) \). To this end, the terms \( K_3, K_4, K_5 \) and \( K_6 \) are handled analogously as \( I_2, I_3 \) and \( I_4 \) above in the \( d = 1 \) case. To bound \( K_1 \) and \( K_2 \), we invoke the following result.

**Proposition 3.2.** Consider \( d \geq 3 \) finite-range reference frame processes such that \( g \) satisfies assumption (SP). Let \( f \) be a \( L^4(Q_\alpha) \) function supported on a finite number of vertices of \( \mathbb{Z}^d \setminus \{0\} \) which is mean-zero, \( E_a[f] = 0 \). Then, for a constant \( C = C(f, \alpha, g, p, d) \), we have for \( \psi \in \mathcal{D} \) that

\[
E_a[f \psi] \leq C \left[ \sum_j \sum_{i \neq 0, j} E_a\left[ g(\eta_i) \left( \psi(\eta^{i+j}) - \psi(\eta) \right)^2 \right] s(j) \right]^{1/2} \leq C \| \psi \|_1.
\]

In particular, \( \| f \|_1 < \infty \).

**Proof.** The proof is virtually the same as for Theorem 1.2 [34] and accomplished by straightforwardly avoiding the origin. \( \Box \)

Note now Proposition 3.2 directly applies to \( K_1 \). For \( K_2 \), we first condition on \( \eta_0 \), noting \( Q_\alpha \) is product measure, to get

\[
|K_2| = p(j_0) E_a\left[ \left( \eta_{j_0} - \rho \right) \psi(\cdot; \eta_0) \eta_0 \frac{g(\eta_0)}{\eta_0} \right] \leq p(j_0) E_a\left[ C \sum_j \sum_{i \neq 0, j} E_a\left[ g(\eta_i) \left( \psi(\eta^{i+j}; \eta_0) - \psi(\eta; \eta_0) \right)^2 \right] s(j) \right]^{1/2} \frac{g(\eta_0)}{\eta_0}
\]

where \( \psi(\chi; \eta_0) \) denotes \( \psi \) as a function of \( \{\chi_i; i \neq 0\} \) with \( \eta_0 \) fixed. After applying Schwarz inequality, as \( Q_\alpha \) is product measure, one can integrate and bound the right-side by \( C p(j_0) E_a\left[ (g(\eta_0)/\eta_0)^2 \right]^{1/2} \| \psi \|_1 \). This finishes the proof of Theorem 2 in this case.
4. Proof of Theorem 3

We first define a notion of a “weakly positively associated” stationary increments $L^2$ process $N(t)$. This is an $L^2$ process where

$$E\left[\phi(N(t + s) - N(t))\psi(N(t))\right] \geq E\left[\phi(N(s))\right] E[\psi(N(t))].$$

for all $\phi$ and $\psi$ increasing. For such processes we have the Newman–Wright result (cf. [21] for a survey).

**Theorem 4.** Suppose $N(t)$ is an $L^2$ process on $D[0, \infty)$ with weakly positively associated stationary increments such that the limit variance is finite

$$\lim_{t \to \infty} \frac{1}{t} E\left[(N(t) - E[N(t)])^2\right] = \sigma^2 < \infty.$$

Then, we have finite-dimensional convergence to a Brownian motion $\mathbb{B}$ with diffusion coefficient $\sigma^2$,

$$\frac{1}{\sqrt{t}} (N(\lambda t) - E[N(\lambda t)]) \Rightarrow \mathbb{B}(t).$$

**Proof.** The result is Theorem 3 [20] applied in our context. We note that although Theorem 3 [20] assumes a stronger form of associativity, what is actually used in the proof is the notion of “weakly positive associativity” defined above. □

**Remark.** We note from the assumption of stationary and positive association of increments, that the variance at time $t$, $W(t) = E[(N(t) - E[N(t)])^2]$, is super-additive in $t$, and so the limit $\lim_{t \to \infty} W(t)/t = \sup_{t > 0} W(t)/t$ already exists, possibly as an infinite limit. Indeed, one checks

$$W(t + s) - W(t) - W(s) = 2E\left[(N(t + s) - N(t) - E[N(s)])(N(t) - E[N(t)])\right] \geq 0.$$

The plan will now be to verify that the tagged position $x(t)$ in $d = 1$ under the assumptions of Theorem 3 has associated increments. The following is a coupling which essentially says adding more particles to the system slows down or speeds up the tagged particle under conditions (ID↓) or (ID↑) respectively.

**Lemma 4.1.** Suppose in $d = 1$ that $p$ is totally asymmetric and nearest-neighbor, namely $p(1) = 1$. Then, under Assumption (ID↓) on $g$, we can couple two copies of the joint process, $(x^1(t), \xi^1(t))$ and $(x^2(t), \xi^2(t))$ where $\xi^1(0) \leq \xi^2(0)$ coordinatewise and $x^1(0) \geq x^2(0)$ so that $\xi^1(t) \leq \xi^2(t)$ and $x^1(t) \geq x^2(t)$ for $t \geq 0$.

Similarly, under Assumption (ID↑), when $\xi^1(0) \leq \xi^2(0)$ and $x^1(0) \leq x^2(0)$, one can couple the systems so that $\xi^1(t) \leq \xi^2(t)$ and $x^1(t) \leq x^2(t)$ for $t \geq 0$.

**Proof.** We prove the statement under (ID↓) as the proof is analogous with respect to (ID↑). We now couple so that when an $\xi^1$ particle moves, a corresponding $\xi^2$ particle also moves to the right, and also when $x^2$ would move ahead of $x^1$ then $x^1$ also moves.

More carefully, at vertex $x \neq x^1, x^2$, the basic coupling applies – with rate $g(\xi^1)$ a particle from $x$ in both systems moves; and with rate $g(\xi^2) - g(\xi^1)$ a particle from $x$ in system 2 moves.

When $x^1 \neq x^2$, with rate $g(\xi^1_1)(\xi^1_1 - 1)/\xi^1_1$, a non-tagged particle in system 1 and a particle in system 2 move from location $x^1$; with rate $g(\xi^1_1)/\xi^1_1$ the tagged particle from system 1 and a particle from system 2 at $x^1$ move; and with rate $g(\xi^2_1) - g(\xi^1_1)$ a particle in system 2 at $x^1$ moves.

With respect to location $x^2$, with rate $g(\xi^1_2)(\xi^1_2 - 1)/\xi^1_2$ a particle from system 1 and a non-tagged particle in system 2 move from $x^2$; with rate $g(\xi^2_2)/\xi^2_2$ the tagged particle in system 2 and a particle in system 1 move from location $x^2$; with rate $g(\xi^1_2)/\xi^1_2 - g(\xi^2_2)/\xi^2_2$ a particle in system 1 and a non-tagged particle in system 2 move from $x_2$; with the remaining rate

$$g(\xi^1_2)\frac{\xi^1_2 - 1}{\xi^1_2} = g(\xi^1_2) - g(\xi^2_2)/\xi^2_2 = g(\xi^1_2) - g(\xi^2_2).$$

(4.1)
a non-tagged particle moves from system 2 at \( x^2 \).

When \( x^1 = x^2 = x \), with rate \( g(\xi^1_\alpha)(\xi^1_\alpha - 1)/\xi^1_\alpha \) a non-tagged particle from \( x \) in both systems moves; with rate \( g(\xi^2_\alpha)/\xi^2_\alpha \) both tagged particles move; with rate \( g(\xi^1_\alpha)/\xi^1_\alpha - g(\xi^2_\alpha)/\xi^2_\alpha \) the tagged particle in system 1 and a non-tagged particle in system 2 move; with the remaining rate \( g(\xi^2_\alpha) - g(\xi^1_\alpha) \) (cf. (4.1)), a non-tagged particle in system 2 moves.

We omit the generator formulation. □

The next lemma owes some intuition to Theorem 2 [9].

**Lemma 4.2.** In \( d = 1 \), under the assumptions of Theorem 3, the \( L^2 \) process \( x(t) \) under \( Q_\alpha \) has weakly positively associated stationary increments.

**Proof.** From (1.3), clearly \( x(t) = N_1(t) \) is an \( L^2 \) process. Also under \( Q_\alpha \), \( x(t) \) has stationary increments. Consider now the sequence, for increasing \( \phi \) and \( \psi \),

\[
E_\alpha[\phi(x(t + s) - x(t))\psi(x(t))] = E_\alpha[\psi(x(t))E_{\eta(t)}[\phi(x(s))]]
\]

where in the second step, we reverse time at \( t \) with \( \eta^\ast(u) = \eta(t - u) \) so that \( N_1(t; \eta(\cdot)) \), the number of right-shifts up to time \( t \) under the forward process, equals \( N_{-1}(t; \eta^\ast(\cdot)) \), the number of left-shifts up to time \( t \) with respect to the reversed process.

As noted in the introduction, the reversed process \( \{\eta^\ast(u): 0 \leq u \leq t\} \) begun under \( Q_\alpha \) is also a reference frame zero-range process in equilibrium \( Q_\alpha \) but with reversed jump probability \( p^\ast(\cdot) = p(\cdot) \) where \( p^\ast(-1) = 1 \). As in Section 2, let \( E_\alpha^\ast \) and \( E_{\eta}^\ast \) denote expectations with respect to the reversed process with initial states \( Q_\alpha \) and \( \eta \) respectively.

Then, after conditioning on time 0, and noting \( N_{-1}(t; \eta(\cdot)) = -x(t) \) under the reversed process,

\[
E_\alpha[\psi(N_{-1}(t; \eta^\ast(\cdot)))E_{\eta}^\ast[\phi(x(s))]] = E_{\eta}^\ast[\psi(N_{-1}(t; \eta(\cdot)))E_{\eta}(\phi(x(s)))]
\]

Consider the functions \( E_{\eta}^\ast[\psi(-x(t))] \) and \( E_{\eta}(\phi(x(s))) \) as functions of \( \eta \). Both are coordinatewise in \( \eta \) decreasing under (ID \( \downarrow \)) and increasing under (ID \( \uparrow \)) by the coupling in Lemma 4.1. Indeed, the coupling implies that by increasing \( \eta \) by one particle, \( -x(t) \) under the reversed process and \( x(t) \) under the forward process both decrease/increase with assumption (ID \( \downarrow \))/(ID \( \uparrow \)) (recall that the reversed process moves to the left).

With this monotonicity, the associated property follows from the standard FKG inequality for product measures (see Section II.2 [17]). □

**Proof of Theorem 3.** By Lemma 4.2, \( x(t) \) has weakly positively associated increments. Hence, by the remark after Theorem 4, the variance \( V(t) \) is super-additive in \( t \geq 0 \), and the limit \( \sigma^2 = \lim_{t \to \infty} V(t)/t \) exists and is in form \( \lim_{t \to \infty} V(t)/t = \sup_{t > 0} V(t)/t \). Also, by Theorem 2, \( \sup_{t > 0} V(t)/t \leq C < \infty \). Therefore, the finite-dimensional convergence to a Brownian motion with coefficient \( \sigma^2 \) follows from the Newman–Wright Theorem 4. For the particular evaluation and lower bound on the diffusion coefficient, Theorem 1 straightforwardly applies. The strict lower bound also follows in the case \( g(k) \neq ck \xi \) from super-additivity as \( V(1) > \alpha/\rho \). □
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